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Abstract

This paper develops procedures to combine clusters for the approximate random-

ization test proposed by Canay, Romano, and Shaikh (2017a). Their test can be used

to conduct inference with a small number of clusters and imposes weak requirements

on the correlation structure. However, their test requires the target parameter to

be identified within each cluster. A leading example where this requirement fails

to hold is when a variable has no variation within clusters. For instance, this hap-

pens in difference-in-differences designs because the treatment variable equals zero

in the control clusters. Under this scenario, combining control and treated clusters

can solve the identification problem, and the test remains valid. However, there is

an arbitrariness in how the clusters are combined. In this paper, I develop computa-

tionally efficient procedures to combine clusters when this identification requirement

does not hold. Clusters are combined to maximize local asymptotic power. The sim-

ulation study and empirical application show that the procedures to combine clusters

perform well in various settings.
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1 Introduction

It is common to have clustered data in economics where observations within each cluster
are correlated with each other. The recent approximate randomization test proposed by
Canay, Romano, and Shaikh (2017a, CRS) imposes weak assumptions on the dependence
structure and can be used to conduct inference when there is a small number of clusters.
However, a main requirement in CRS is that the target parameter has to be identified
within each cluster. If this requirement is not satisfied, researchers can combine clusters
in a way that ensures the target parameter can be identified within each combined cluster
in order to apply CRS. Any method of combining clusters that solves the identification
issue leads to a valid test. However, this creates ambiguity on how clusters should be
combined. This paper addresses this issue and provides guidance on how to combine
clusters.

The issue of not being able to identify the target parameter within each cluster is
common in empirical settings. Difference-in-differences (DID) is a leading example of
this identification issue within clusters. This is primarily because the treatment indicator
equals zero in the control clusters. Some examples include Bloom et al. (2013) for firm-
level treatment, Burde and Linden (2013) for village-level treatment, Dincecco and Katz
(2016) for country-level treatment, Goodman (2016) for state-level treatment, and Alsan
and Goldin (2019) for municipality-level treatment. In addition, if each cluster contains
only one unit with multiple periods, then the identification issue arises in all clusters
when cluster-by-cluster regressions are used. This is because there are more coefficients
than observations per cluster when time fixed effects are included.

This paper makes two contributions to the literature. First, I analyze the local asymp-
totic power of CRS. Canay et al. (2017a) showed that their test controls size but did not
study local asymptotic power. Analyzing the local asymptotic power of CRS is non-
trivial because the number of clusters is fixed and does not go to infinity. Hence, stan-
dard large-sample analysis of local power for randomization tests, such as Hoeffding
(1952), cannot be applied.

Second, I develop computationally efficient procedures to combine clusters by maxi-
mizing local asymptotic power. The procedures depend on the chosen significance level.
I show that the procedure can be written as a binary linear program when the signif-
icance level is “small.” For other significance levels, I develop a heuristic to combine
clusters. The procedures can be solved quickly and can help eliminate randomness in
deciding how to combine the clusters. In the simulation study and empirical exercise, I
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find that the procedures perform well in various settings.

Similar to CRS, this paper is related to the literature on inference with a small num-
ber of clusters. Bertrand et al. (2004) pointed out the issue with standard inference when
there is a small number of clusters. Different tests have been proposed in this litera-
ture apart from CRS. Some recent methods include Bester et al. (2011), Ibragimov and
Müller (2010, 2016), and Hagemann (2022). The Wild cluster bootstrap popularized by
Cameron et al. (2008) has been shown to be valid under strong homogeneity conditions
when the number of clusters is fixed by Canay et al. (2021). The Wild cluster bootstrap
has also been studied in other settings, such as MacKinnon and Webb (2017), Djogbe-
nou et al. (2019), and Webb (2023). Cai et al. (2023) provide a users-guide for CRS. Cai
(2024) studies finite sample properties of the sign test. Recently, Cao et al. (2022) pro-
posed a data-driven procedure to partition observations into clusters and conduct valid
inference. Their procedure focuses on spatially indexed data and assumes there exists
a dissimilarity measure between observations. This paper is different in that I take the
clusters as given and focus on combining the clusters when the target parameter can-
not be identified within each cluster. This paper follows the above papers and uses the
model-based approach in clustering. See Abadie et al. (2022) for a design-based analy-
sis. For surveys on the literature of conducting inference with a fixed number of clusters,
see, for instance, Cameron and Miller (2015), Conley et al. (2018), and MacKinnon et al.
(2023).

The remainder of this paper is organized as follows. Section 2 reviews the approx-
imate randomization test proposed by CRS and outlines two motivating examples for
combining clusters. Section 3 analyzes the local asymptotic power of CRS in order to
develop the necessary tools for combining clusters. Section 4 presents the data-driven
procedures to combine clusters. Sections 5 and 6 present results from Monte Carlo sim-
ulations and an empirical application, respectively. Section 7 concludes. All proofs can
be found in the appendix.

2 The test and motivating examples

2.1 Setup

Consider the following linear regression model of clustered data. Clusters are indexed
by j ∈ J ≡ {1, . . . , q} and units in the jth cluster are indexed by i ∈ In,j ≡ {1, . . . , nj}:

Yi,j = X′
i,jβ + Ui,j, (1)
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where Yi,j is an outcome variable, Xi,j ∈ Rdx is a vector of covariates, Ui,j ∈ R is a
residual, and β ∈ Rdx is an unknown parameter. The total number of observations is
n ≡ ∑j∈J nj.

The goal is to test the hypothesis:

H0 : c′β = λ vs. H1 : c′β ̸= λ, (2)

for a given vector c ∈ Rdx\{0dx} (where 0dx is a vector of dx zeros) and λ ∈ R at level
α ∈ (0, 1).

2.2 Review of the approximate randomization test

This section briefly reviews the approximate randomization test by CRS in the context
of the model in Section 2.1. The following five-step procedure is taken from Cai et al.
(2023).

Algorithm 2.1 (Algorithm 2.1 from Cai et al. (2023)).

Step 1: For each j ∈ J , regress Yi,j on Xi,j using only the observations from cluster j.
Denote β̂n,j as the corresponding estimator of β for each j ∈ J .

Step 2: For each j ∈ J , construct the test statistic

Tn ≡
∣∣∣∣∣1q

q

∑
j=1

Ŝn,j

∣∣∣∣∣ , (3)

where Ŝn,j ≡
√nj(c′ β̂n,j − λ).

Step 3: Define G ≡ {1,−1}q. For each g ≡ (g1, . . . , gq) ∈ G, define

Tn(g) ≡
∣∣∣∣∣1q

q

∑
j=1

gjŜn,j

∣∣∣∣∣ . (4)

Step 4: Compute the (1 − α)-quantile of {Tn(g) : g ∈ G} as

ĉvn(1 − α) ≡ inf

{
u ∈ R :

1
|G| ∑

g∈G

1[Tn(g) ≤ u] ≥ 1 − α

}
.

Step 5: Compute the test as
ϕn ≡ 1[Tn > ĉvn(1 − α)]. (5)
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CRS requires the clusters to satisfy a joint convergence in distribution requirement
and the corresponding limiting random variables to be invariant to sign changes. With
these weak assumptions, the test is valid for a fixed number of clusters as n −→ ∞ under
the null hypothesis. See Section 3 in Canay et al. (2017a) and Section 4 in Cai et al. (2023)
for more details. The assumptions are stated as follows.

Assumption 2.2. Let {β̂n,j : j ∈ J } be the estimators of β obtained from cluster-by-cluster
regressions in Step 1 of Algorithm 2.1. Assume that:

1.
√nj√

n −→ ξ j > 0 for any j ∈ J .

2.


√

n1(β̂n,1 − β)
...

√nq(β̂n,q − β)

 d−→


S1
...

Sq

, where Sj ∼ N(0, Σj) for each j ∈ J and Σj is positive

definite.

3. Sj ⊥⊥ Sk for any j, k ∈ J with j ̸= k.

Assumption 2.2.1 requires that none of the clusters have a negligible size. Assumption
2.2.2 requires that β̂n,j obtained from cluster-by-cluster regression is asymptotically nor-
mal. It is satisfied when there is weak dependence within clusters so that an appropriate
central limit theorem applies. Note that Assumption 3.1 of Canay et al. (2017a) imposes
a weaker version in that it requires the limiting random variable to be symmetric, not
necessarily normal. Assumption 2.2.3 is a standard assumption that requires the clusters
to be independent of each other.

Assumption 2.2 with J being the set of clusters is appropriate when the target pa-
rameter can be identified within each cluster. It is not immediately satisfied when there
is an identification problem within clusters. However, suppose the clusters can be com-
bined into a coarser level ω so that the target parameter is identified in each combined
cluster. Then, Assumption 2.2 holds when J is replaced by ω. In addition, CRS controls
size when J is replaced by ω.

Remark 2.3. The test statistic defined in (3) is unstudentized. When the target parameter
in the hypothesis is a scalar, studentizing the test statistic or not does not affect the results
of the test. For details, see Section 3 of Cai et al. (2023).

Remark 2.4. CRS also offers a slightly different version of the test that is randomized
to ensure that the rejection probability equals the significance level α under the null.
Algorithm 2.1 uses a nonrandomized version of the test so that there is no randomness in
reporting the result. See Canay et al. (2017a) for simulations comparing the randomized
and nonrandomized versions of the test. They showed that using the nonrandomized
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version leads to a rejection probability slightly less than α.

2.3 Motivating examples: the need to combine clusters

Recall that Step 1 of Algorithm 2.1 requires the researcher to obtain β̂n,j using cluster-by-
cluster regressions. This is not possible when the target parameter cannot be identified
within each cluster. This section outlines two common empirical settings with this iden-
tification issue.

Example 2.5 (Clustered regression). Consider the following simplified version of the
linear model (1):

Yi,j = β0 + β1Dj + Ui,j,

where Dj ∈ {0, 1} is a cluster-level treatment indicator and β0, β1, Ui,j ∈ R. Let J =

J0 ∪ J1 where J0 is the set of control clusters and J1 is the set of treated clusters,
so that Dj = 1[j ∈ J1] for all j ∈ J . While it is possible to estimate (β0, β1) using
all observations, it is not possible to do so using cluster-by-cluster regressions due to
collinearity.

As suggested by CRS, researchers need to combine treated and control clusters in
order to apply Algorithm 2.1. Note that any combination of the clusters does not affect
the validity of CRS because the test relies on n −→ ∞, while holding the number of
clusters q fixed. Under the scenario where |J1| = |J0|, one way is to pair one treated
cluster with one control cluster in this example. △

Example 2.6 (Difference-in-differences). Consider the following static two-way fixed ef-
fects specification of the DID model:

Yj,t = αj + ϕt + Dj,tβ + Uj,t,

where clusters are indexed by j ∈ J ≡ {1, . . . , q}, time is indexed by t ∈ T ≡ {1, . . . , T},
αj is the cluster fixed effect, ϕt is the time fixed effect, and Dj,t ∈ {0, 1} is the treatment
indicator. Similar to the last example, let J = J0 ∪ J1 where Dj,t = 1 for j ∈ J1 and
t > t0 for some 1 < t0 < T and Dj,t = 0 otherwise.

Although Dj,t has variation across t ∈ T within clusters for j ∈ J1, the other clusters
are such that Dj,t = 0 for all j ∈ J0 and t ∈ T . In addition, it is not possible to identify all
parameters using cluster-by-cluster regression because there are more parameters than
observations when the cluster and time fixed effects are included. Nevertheless, the
identification problem can be solved by combining treated and control clusters. △
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3 Local asymptotic power analysis

This section analyzes the local asymptotic power of CRS in order to develop the tools for
combining the clusters in Section 4.

3.1 Notations

Let δ ∈ R be a local parameter such that

λ = c′β +
δ√
n

. (6)

The object of interest is the limiting rejection probability of CRS under the local alterna-
tive as described in (6), i.e.,

π(δ, α) ≡ lim
n→∞

Pδ[Tn > ĉvn(1 − α)], (7)

where the critical value ĉvn(1− α) is the (1− α)-quantile of {Tn(g) : g ∈ G} as defined in
Step 4 of Algorithm 2.1, and Pδ is used to emphasize the dependence of the distribution
of the data on the local parameter δ.

As mentioned in the introduction, the asymptotic framework here is n −→ ∞, while
holding the number of clusters q fixed. With q being fixed, |G| is also fixed. Hence,
the “randomization distribution” may not settle down even when n −→ ∞. Therefore,
results on the large-sample properties of the local power for randomization tests such
as Hoeffding (1952) cannot be applied here. See Remark 3.5 of Canay et al. (2017a) for
more discussion.

In order to compute the local asymptotic power of CRS, note that there can be at
most 2q−1 unique values in {Tn(g) : g ∈ G}. This follows by the definition of Tn(g) in
equation (4) that

Tn(g) =

∣∣∣∣∣1q
q

∑
j=1

gjŜn,j

∣∣∣∣∣ =
∣∣∣∣∣1q

q

∑
j=1

(−gj)Ŝn,j

∣∣∣∣∣ = Tn(−g), (8)

for any g ∈ G. Therefore, I focus on the set of sign changes GU ≡ {g ∈ G : g1 = 1}
that give the unique values of Tn(g) to avoid duplications as in (8). By construction,
|GU| = 2q−1. The critical value ĉvn(1 − α) can also be evaluated as the (1 − α)-quantile
of {Tn(g) : g ∈ GU} instead of {Tn(g) : g ∈ G}.

For notational convenience, define GU,−1 ≡ GU\{1q}, where 1q ≡ (1, . . . , 1) is the
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identity transformation. In addition, let L ≡ |GU,−1| = 2q−1 − 1 and {g1, . . . , gL} be the
set of all distinct sign changes in GU,−1.

3.2 Local asymptotic power

Following the discussion in the last section, the event {Tn > ĉvn(1 − α)} can be inter-
preted in terms of the sign changes in GU. In particular, this event collects all arrange-
ments of {Tn(g) : g ∈ GU} such that Tn is one of the largest K ≡ ⌊α|GU|⌋ terms. But re-
call in (4) that each Tn(g) is defined as first summing the random variables Ŝn,j over j ∈ J
multiplied by the sign changes, and then taking the absolute value. Therefore, comput-
ing {Tn > ĉvn(1 − α)} is a non-trivial task because all the terms in {Tn(g) : g ∈ GU} are
dependent on each other.

Observe that computing the probability that Tn is the kth largest term in {Tn(g) : g ∈
GU} amounts to comparing Tn with Tn(g) for each g ∈ GU,−1. In particular, each com-
parison involves checking whether Tn > Tn(g) or not for all g ∈ GU,−1. The following
lemma shows that these comparisons can be expressed explicitly in terms of the partial
sums of Ŝn,j depending on the sign change g ∈ GU,−1.

Lemma 3.1. For any g, h ∈ G, let

Jsame(g, h) ≡ {j ∈ J : gj = hj}

be the set of indices such that the corresponding components of sign changes in g and h are the
same and

Jdiff(g, h) ≡ {j ∈ J : gj ̸= hj} = {j ∈ J : gj = −hj}

be the set of indices such that the corresponding components of sign changes in g and h are
different. Then,

{Tn(h) > Tn(g)} =

 ∑
j∈Jsame(g,h)

hjŜn,j > 0, ∑
j∈Jdiff(g,h)

hjŜn,j > 0


⋃ ∑

j∈Jsame(g,h)
hjŜn,j < 0, ∑

j∈Jdiff(g,h)
hjŜn,j < 0

 .

(9)

The above lemma shows that each comparison of Tn(h) > Tn(g) can be written as two
disjoint events. The lemma helps to simplify the computation of local asymptotic power.

Next, recall from the beginning of this subsection that computing the local asymptotic
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power requires computing the probability that Tn is the kth largest term in {Tn(g) : g ∈
GU} for each k = 1, . . . , ⌊α|GU|⌋. The next lemma considers the probability that Tn is
less than a subset of terms from {Tn(g) : g ∈ GU,−1} and is larger than the remaining
terms. It uses Lemma 3.1 to represent this as a comparison using partial sums.

Lemma 3.2. Let Assumption 2.2 hold. Let δ ∈ R be a local alternative parameter as in (6). In
addition, define the following notations.

• For each g ∈ GU,−1, define the partial sums

Vsame(g, δ) ≡ ∑
j∈Jsame(g,1q)

(Zj + ξ jδ),

Vdiff(g, δ) ≡ ∑
j∈Jdiff(g,1q)

(Zj + ξ jδ),

where Zj ≡ c′Sj for each j ∈ J . See Assumption 2.2 for the definitions of ξ j and Sj.

• For each g ∈ GU,−1 and any H ⊆ GU,−1, define

F (ℓ)(g,H, δ) ≡

{κℓVsame(g, δ) > 0, κℓVdiff(g, δ) < 0} , g ∈ H

{κℓVsame(g, δ) > 0, κℓVdiff(g, δ) > 0} , g /∈ H
,

for ℓ ∈ {1, 2} with κ1 = 1 and κ2 = −1.

• Define M ≡ {1, 2}L and write each m ∈ M as (m1, . . . , mL).

Let H1 be a subset of GU,−1 of size k ̸= L and H2 ≡ GU,−1\H1. Then,

lim
n→∞

Pδ[Tn(h1) > Tn ∀h1 ∈ H1 and Tn > Tn(h2) ∀h2 ∈ H2] = ∑
m∈M

P

[
L⋂

l=1

F (ml)(gl,H1, δ)

]
.

In the above lemma, the partial sums Vsame(g, δ) and Vdiff(g, δ) are based on the partial
sums in (9). They are similar to those in Lemma 3.1 but taking n −→ ∞, and are
evaluated under the local alternative as in (6). Since the comparisons are about Tn and
Tn(g) for g ∈ GU,−1, the lemma sets h = 1q directly from Lemma 3.1. They describe the
event that Tn is larger than or smaller than another Tn(gl) for l = 1, . . . , L.

Next, the following is a mild assumption used to control the ties of {Tn(g) : g ∈ GU}.

Assumption 3.3. Let W ≡ {w = (w1, . . . , wq) ∈ Rq : wj ̸= 0 for at least one 1 ≤ j ≤ q}.
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For any w ∈ W and w0 ∈ R,

w0 +
q

∑
j=1

wjZj ̸= 0,

with probability 1.

See Lemmas S.5.1 to S.5.3 in Canay et al. (2017b) on how Assumption 3.3 is related to
various commonly-used test statistics. As they have stated in their lemmas, the assump-
tion is satisfied when the distribution of Zj is absolutely continuous with respect to the
Lebesgue measure for each j ∈ J .

The following theorem states the main result that expresses the local asymptotic
power using the above two lemmas. The main idea of the theorem is to consider differ-
ent ordering of the terms in {Tn(g) : g ∈ GU} and keep those such that Tn is one of the
⌊α|GU|⌋ largest terms.

Theorem 3.4. Consider the problem of testing (2). Let Assumptions 2.2 and 3.3 hold, α ∈ (0, 1),
K ≡ ⌊α|GU|⌋, and δ ∈ R be a local alternative parameter as in (6). In addition, let Hk be the
collection of all distinct size k subsets of GU,−1. Then, the local asymptotic power can be written
as

π(δ, α) =
K

∑
k=1

∑
H∈Hk−1

∑
m∈M

P

[
L⋂

l=1

F (ml)(gl,H, δ)

]
, (10)

where M and F (ml)(gl,H, δ) are the same as defined in Lemma 3.2.

In words, equation (10) considers the ordering of the terms in {Tn(g) : g ∈ GU} and
keeps those such that Tn is one of the ⌊α|GU|⌋ largest terms. Hence, there are three sum-
mations in the local asymptotic power expression. The first summation (over k) sums
over the events that Tn is the kth largest term. For each k, the second summation (over H)
sums over different combinations of the events where Tn(g) > Tn for all g ∈ H ⊆ GU,−1

with |H| = k − 1. The third summation (over m) considers different combinations of
the events {F (ml)(gl,H, δ)}L

l=1 as in Lemma 3.2. The expression in Theorem 3.4 involves
computing the joint probability of multivariate normal distributions. Closed-form ex-
pressions may not be always available, but the expression can be computed numerically.

When K = 1, the expression in (10) simplifies greatly. The reason is that with K = 1,
H0 = ∅, and the corresponding event {Tn > ĉvn(1 − α)} means that Tn > Tn(g) for all
g ∈ GU,−1. The following corollary shows that when K = 1, the local asymptotic power
in Theorem 3.4 simplifies to a sum of two products of univariate normal cumulative
distribution functions. Since |GU| = 2q−1, the range of significance levels α such that
⌊α|GU|⌋ = 1 is α ∈ [ 1

2q−1 , 1
2q−2 ).
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Corollary 3.5. Consider the problem of testing (2). Let Assumptions 2.2 and 3.3 hold and δ ∈ R

be a local alternative parameter as in (6). For any α ∈ [ 1
2q−1 , 1

2q−2 ), the local asymptotic power
can be written as

π(δ, α) = πL(δ) + πR(δ),

where σ2
j ≡ c′Σjc for each j ∈ J ,

πL(δ) ≡ ∏
j∈J

Φ

(
−

ξ jδ

σj

)
,

πR(δ) ≡ ∏
j∈J

[
1 − Φ

(
−

ξ jδ

σj

)]
.

A few useful properties of the local asymptotic power for K = 1 above are summa-
rized below.

Property 3.6. Consider the problem of testing (2). Let Assumptions 2.2 and 3.3 hold, δ ∈ R be
a local alternative parameter as in (6), and α ∈ [ 1

2q−1 , 1
2q−2 ). The following properties hold.

1. ∂πL(δ)
∂δ < 0 and ∂πR(δ)

∂δ > 0.

2. πL(0) = πR(0) = 1
2q .

3. (a) If δ < 0, πL(δ) >
1
2q > πR(δ).

(b) If δ > 0, πR(δ) >
1
2q > πL(δ).

Property 3.6.1 shows that πL(δ) and πR(δ) move in opposite directions in δ. Property
3.6.2 shows that πL(δ) and πR(δ) intersect once at δ = 0. Property 3.6.3 is implied by
the first two properties. It states that when δ ̸= 0, then one of πL(δ) or πR(δ) is larger
than the other. The smaller term is bounded above by 1

2q , which is usually a small value.
Finally, the functions πL(δ) and πR(δ) can be interpreted as the local asymptotic power
of one-sided tests.

Example 3.7. Suppose that q = 5, and
ξ j
σj

= 1 for j = 1, . . . , 5. Figure 1 plots πL(δ) and
πR(δ) for δ ∈ [−2, 2] and demonstrates Property 3.6. The figure shows that πL(δ) is
decreasing in δ and πR(δ) is increasing in δ. They intersect once at δ = 0. In addition,
πL(δ) is larger than πR(δ) when δ < 0, and vice versa.

△

11



Figure 1: Illustration of the local asymptotic power function with q = 5.
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4 Combining clusters

This section develops data-driven procedures to combine clusters based on the theory
developed in Section 3. The procedures aim to find the best combination of clusters to
maximize the local asymptotic power.

4.1 Assumptions and goal

Assume the clusters described by J can be classified into two groups such that the
identification issue can be solved by combining one cluster from each group. This is
formalized in the assumption below.

Assumption 4.1. The set of clusters J is partitioned into nonempty sets J0 and J1 such that:

1. J0 ∪ J1 = J .

2. J0 ∩ J1 = ∅.

3. For any j0 ∈ J0 and j1 ∈ J1, there is no identification issue in the pair of clusters {j0, j1}.

In the case where treatments are at the cluster level, as in Examples 2.5 and 2.6,
Assumption 4.1 is automatically satisfied with J0 being the set of control clusters and
J1 being the set of treated clusters. For exposition purposes, I also assume that the
numbers of clusters in J0 and J1 are equal. Hence, the goal of this section is to pair the
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clusters. This assumption is relaxed in Section 4.4.

Assumption 4.2.

1. |J0| = |J1| = q ∈ N.

2. Assume that the researcher is interested in forming q pairs of clusters, where each pair
contains one cluster from J0 and one cluster from J1. Each cluster can only be used in one
of the pairs. Denote Ω as the set of all such ways of pairing the clusters.

Under Assumption 4.2.2, the size of Ω is q!. For each method of combining clusters
ω ∈ Ω, write ω ≡ {{1, ω1}, {2, ω2}, . . . , {q, ωq}}, where each pair {j, ωj} represents the
clusters j ∈ J0 and ωj ∈ J1 being grouped together. The following example illustrates
the notations.

Example 4.3. Consider q = 6. Let J0 = {1, 2, 3} be the control clusters and J1 = {4, 5, 6}
be the treated clusters. Then, there are 3! = 6 different ways to pair the clusters. Here,
Ω collects all different ways of pairing the clusters:

Ω = {{{1, 4}, {2, 5}, {3, 6}}, {{1, 5}, {2, 4}, {3, 6}}, {{1, 6}, {2, 4}, {3, 5}},

{{1, 4}, {2, 6}, {3, 5}}, {{1, 5}, {2, 6}, {3, 4}}, {{1, 6}, {2, 5}, {3, 4}}}.

For instance, if ω = {{1, 5}, {2, 6}, {3, 4}}, then ω1 = 5, ω2 = 6, and ω3 = 4 in terms of
the notations in the preceding paragraph. △

As mentioned in Section 2.2, under the scenario where clusters have to be combined,
the weak assumptions required on the clusters remain the same by replacing J in As-
sumption 2.2 with ω ∈ Ω. To emphasize the dependence on the pair of clusters {j, ωj}
from ω ∈ Ω and that the pair of clusters are being considered instead of the individual
clusters, the notations nj, ξ j, β̂n,j, and σj that are indexed by j in the last two sections are
updated to nj,ωj , ξ j,ωj , β̂n,j,ωj , and σj,ωj respectively.

With the above notations, the goal is to solve the following problem in a computa-
tionally efficient way:

max
ω∈Ω

π(ω, δ, α), (11)

where π(ω, δ, α) is the local asymptotic power at significance level α ∈ (0, 1) with local
alternative parameter δ ∈ R from (6) for a given method of combining clusters ω ∈ Ω.

A simple approach to solve the optimization problem (11) would be to compute
π(ω, δ, α) for each ω ∈ Ω. However, enumerating all possible groupings of clusters
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and computing π(ω, δ, α) for each ω ∈ Ω can be computationally intensive when q is
large because there are q! different ways in the case of pairing clusters. This motivates
the development of computationally efficient procedures for solving (11).

Let π̂n(ω, δ, α) be the estimator of the objective function in (11). In addition, let ω̂n be
the solution to the sample analog of problem (11), i.e., using π̂n(ω, δ, α) as the objective
in the optimization problem. Note that Ω remains unchanged when solving the sample
analog of (11). To evaluate π̂n(ω, δ, α), it requires estimating parameters and variances.
This means one has to estimate ξ j,r and σj,r for all j ∈ J1 and r ∈ J0. The term ξ j,r is
the ratio of cluster size. For σj,r, it requires the researcher to specify a working model
on the dependence structure and apply a variance estimator. For instance, variance
estimators are available for time-dependent data (such as Newey and West (1987)) or
spatial data (such as Conley (1999)). Alternatively, one can also estimate variance using
quasi-maximum likelihood estimation as in Cao et al. (2022). Note that even though
σj,r has to be estimated, these variance estimators are not used in Algorithm 2.1. Thus,
specifying the working model and the variance estimator does not mean conducting
inference using the variance estimator directly.

In establishing the validity of the data-driven procedure below, Theorem 4.7 ahead
does not require the correct specification of the working model. However, the choice of
the working model can affect the power performance as it affects the objective function
of (11).

To justify the validity of the test that combines the clusters according to the optimal
solution to the sample analog of (11), consider the following assumption that requires
how the clusters are combined has a negligible impact on the test. This is similar to the
condition imposed in Cao et al. (2022).

Assumption 4.4. There exists Ω̃ ⊆ Ω such that the following holds:

1. lim
n→∞

P[ω̂n /∈ Ω̃] = 0.

2. lim
n→∞

sup
ω∈Ω̃

|P[ϕn(ω̂n) = 1|ω̂n = ω]− P[ϕn(ω) = 1]| = 0.

The above assumption can be satisfied in different settings. For example, this holds
through sample-splitting where part of the data is used to obtain ω̂n, and another part is
used to conduct inference. Note that Assumption 4.4 is also satisfied under some weak
assumptions as follows.

Assumption 4.5. Let δ ∈ R be a local alternative parameter as in (6) and α ∈ (0, 1). Assume
that the following statements hold:
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1. π̂n(ω, δ, α)
p−→ π(ω, δ, α) for each ω ∈ Ω.

2. Ω̃ = {ω⋆}, where ω⋆ ∈ Ω.

3. π(ω⋆, δ, α) > π(ω, δ, α) for each ω ∈ Ω\{ω⋆}.

Assumption 4.5.1 is a mild condition requiring the estimator to converge for each ω ∈
Ω. As before, this assumption does not require correctly specifying the local asymptotic
power function. Assumptions 4.5.2 and 4.5.3 require that ω⋆ ∈ Ω is the unique solution
to (11). The following proposition shows that Assumption 4.4 is satisfied under these
conditions.

Proposition 4.6. Consider the problem of testing (2). Let Assumption 2.2 hold with J replaced
by any ω ∈ Ω, Assumptions 4.1 and 4.2 hold. Then, Assumption 4.5 implies that Assumption
4.4 holds.

The following theorem establishes the validity of the test that chooses ω̂n ∈ Ω by
solving problem (11).

Theorem 4.7. Consider the problem of testing (2). Let Assumption 2.2 hold with J replaced by
any ω ∈ Ω, Assumptions 3.3, 4.1, 4.2, and 4.4 hold, and α ∈ (0, 1). Let ϕn(ω) be the test in (5)
that uses ω ∈ Ω to combine the cluster. Then,

lim
n→∞

P[ϕn(ω̂n) = 1] ≤ α,

under the null hypothesis.

The above theorem shows that the data-driven procedure controls size under some
high-level conditions when the sample analog of problem (11) is used. The validity of the
procedure does not require the local asymptotic power function to be correctly specified,
although having an incorrect specification can lead to power loss.

4.2 Procedure for K = 1

This section develops a procedure to combine clusters for K = 1, i.e., when the signifi-
cance level is chosen such that α ∈ [ 1

2q−1 , 1
2q−2 ). The procedure utilizes the local asymp-

totic power derived in Corollary 3.5. Using the notations from Section 4.1, the local
asymptotic power for K = 1 with a given ω ≡ {{1, ω1}, {2, ω2}, . . . , {q, ωq}} ∈ Ω and
δ ∈ R can be written as

π(ω, δ, α) ≡
q

∏
j=1

Φ

(
−

ξ j,ωj δ

σj,ωj

)
+

q

∏
j=1

[
1 − Φ

(
−

ξ j,ωj δ

σj,ωj

)]
, (12)
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for α ∈ [ 1
2q−1 , 1

2q−2 ).

To develop a computationally feasible approach for solving optimization problem (11)
with objective (12), recall from Assumption 4.2 that each cluster in j ∈ J0 is matched
with a cluster in r ∈ J1. Moreover, each cluster from J0 and J1 is matched only once.
As a result, there are only q possible terms σj,r and ξ j,r for each j ∈ J0. Hence, there are
q2 possible terms to compute in total. This is less than q! when q ≥ 4. See the example
below.

Example 4.8. Consider q = 8. Let J0 = {1, 2, 3, 4} be the control clusters and J1 =

{5, 6, 7, 8} be the treated clusters. For each j ∈ J0, there are four distinct parameters σj,r

to precompute over r ∈ J1. Hence, there are 42 = 16 terms to precompute. Similarly, ξ j,r

also has 16 possible combinations. △

Let Ψj,r ≡ Φ
(
− ξ j,rδ

σj,r

)
for each j ∈ J0 and r ∈ J1. There are q2 possible combinations

of this term by the above reasoning. Following the above discussion, these terms can
also be precomputed in advance. Let zj,r ∈ {0, 1} be an indicator variable that equals
1 if clusters j ∈ J0 and r ∈ J1 are paired together, and equals 0 otherwise. Then, the
optimization problem (11) with objective (12) can be formulated as the following integer
program:

max
zj,r

q

∏
j=1

q

∑
r=1

Ψj,rzj,r +
q

∏
j=1

q

∑
r=1

(
1 − Ψj,r

)
zj,r

s.t.
q

∑
j=1

zj,r = 1 for each j = 1, . . . , q

q

∑
r=1

zj,r = 1 for each r = 1, . . . , q

zj,r ∈ {0, 1} for each j = 1, . . . , q and r = 1, . . . , q.

(13)

While the optimization problem (13) has transformed the optimization problem (11)
with objective (12) into an integer program with linear constraints, the objective function
is nonlinear in zj,r. To obtain a computationally feasible program, recall from Property
3.6.3 that if δ < 0, then

q

∏
j=1

q

∑
r=1

Ψj,rzj,r >
1
2q >

q

∏
j=1

q

∑
r=1

(
1 − Ψj,r

)
zj,r, (14)

where the relationship is reversed for δ > 0. Since zj,r is a binary variable, taking
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logarithm on inequality (14) gives

q

∑
j=1

q

∑
r=1

zj,r log Ψj,r > −q log 2 >
q

∑
j=1

q

∑
r=1

zj,r log(1 − Ψj,r). (15)

Note that log Ψj,r and log(1 − Ψj,r) have been pre-computed in advance. Hence, the
terms on the left-hand side and the right-hand side of (15) are linear in the unknowns
zj,r.

Next, inequality (14) implies that the RHS is in the small interval [0, 1
2q ]. The interval

[0, 1
2q ] can be partitioned into A subintervals [ϵ0, ϵ1], [ϵ1, ϵ2], . . . , [ϵA−1, ϵA] where 0 <

ϵ0 < ϵ1 < · · · < ϵA = 1
2q . Since the log of RHS of (14) is considered in (15), the number

ϵ0 can be chosen to be minj,r∈{1,...,q}(1 − Ψj,r)
q or a very small number above 0 in order

to have a finite value for log ϵ0.

If δ < 0, the optimization problem (13) can be approximated as solving multiple
integer linear programs where each program maximizes the left-hand side of (15) and
restricts the right-hand side of (15) in a small interval [log ϵa−1, log ϵa] for each a =

1, . . . , A:

max
zj,r

q

∑
j=1

q

∑
r=1

zj,r log Ψj,r

s.t.
q

∑
j=1

zj,r = 1 for each j = 1, . . . , q

q

∑
r=1

zj,r = 1 for each r = 1, . . . , q

q

∑
j=1

q

∑
r=1

zj,r log
(
1 − Ψj,r

)
∈ [log ϵa−1, log ϵa]

zj,r ∈ {0, 1} for each j = 1, . . . , q and r = 1, . . . , q.

(16)

Since (16) is merely a linear program with binary variables, solving A of them is fast
even for large values of A. After solving the optimization problem (16) for each a =

1, . . . , A, the solution can be chosen to be the one that gives the largest local asymptotic
power. In practice, (16) is replaced with its sample analog, i.e., by replacing Ψj,r with
Ψ̂j,r for each j ∈ J1 and r ∈ J0. This is done by estimating ξ j,r and σj,r as discussed in
Section 4.1.

If δ > 0, the procedure is the same except the 0-1 linear integer program in (16)
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becomes the following program:

max
zj,r

q

∑
j=1

q

∑
r=1

zj,r log
(
1 − Ψj,r

)
s.t.

q

∑
j=1

zj,r = 1 for each j = 1, . . . , q

q

∑
r=1

zj,r = 1 for each r = 1, . . . , q

q

∑
j=1

q

∑
r=1

zj,r log Ψj,r ∈ [log ϵa−1, log ϵa]

zj,r ∈ {0, 1} for each j = 1, . . . , q and r = 1, . . . , q.

(17)

The procedure described in this section is summarized as follows.

Algorithm 4.9.

Step 1: Choose the local alternative parameter δ ∈ R. Estimate and precompute Ψj,r for
each j, r = 1, . . . , q. There are q2 terms to precompute.

Step 2: Form A subintervals of [0, 1
2q ] as [ϵ0, ϵ1], [ϵ1, ϵ2], . . . , [ϵA−1, ϵA] where 0 < ϵ0 <

ϵ1 < · · · < ϵA = 1
2q and ϵ0 is minj,r∈{1,...,q}(1 − Ψj,r)

q or a smaller positive number.

Step 3: If δ < 0, solve the sample analog of (16). If δ > 0, solve the sample analog of
(17). Solve the program for each subinterval [log ϵa−1, log ϵa] where a = 1, . . . , A.
Let ω(a) be the solution and π(a) be the local asymptotic power for the ath problem.
Set π(a) = −∞ if the ath program is infeasible.

Step 4: Return ω(a⋆) as the solution such that a⋆ = arg maxa=1,...,A π(a).

Step 5: Conduct inference using CRS as in Algorithm 2.1 with ω(a⋆) as the clusters.

Algorithm 4.9 requires the researcher to choose a value of A in Step 2. The following
proposition establishes that when A is large enough, then the approximation in Algo-
rithm 4.9 yields the same solution as in the original optimization problem (13). Hence,
by partitioning [0, 1

2q ] into fine enough intervals, the solution from the approximation
step coincides with the solution from (13).

Proposition 4.10. Let π⋆ be the optimal value to optimization problem (13). There exists ϵ0 > 0
and a positive integer A0 such that if [ϵ0, 1

2q ] is partitioned to A0 equally-spaced intervals, then
the optimal value that corresponds to a⋆ in Step 4 of Algorithm 4.9 is π⋆.
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The above proposition assumes the researcher partitions the interval [0, 1
2q ] into equally-

spaced intervals. This assumption is for convenience purposes only as it seemed to be a
natural way to run Algorithm 4.9.

This section ends with three remarks on the above data-driven procedure for combin-
ing clusters.

Remark 4.11 (Log-linearization of the objective function.). Instead of solving A 0-1 in-
teger linear programs as in Algorithm 4.9, one can approximate the objective function
of (13) by taking the sum of the left-hand side and the right-hand side of (15) as the
objective function. This gives the following 0-1 integer linear program:

max
zj,r

q

∑
j=1

q

∑
r=1

zj,r log Ψj,r +
q

∑
j=1

q

∑
r=1

zj,r log(1 − Ψj,r)

s.t.
q

∑
j=1

zj,r = 1 for each j = 1, . . . , q

q

∑
r=1

zj,r = 1 for each r = 1, . . . , q

zj,r ∈ {0, 1} for each j = 1, . . . , q and r = 1, . . . , q.

(18)

Optimization problem (18) has the advantage of only requiring to solve one optimization
problem when compared to (16). However, the objective function of (18) may not be a
good approximation of (13) because it weights the two summations equally. In fact,
simulations show this can perform worse than randomly picking a grouping of clusters
in each draw of data.

Remark 4.12 (Homogeneity of clusters). When the control clusters are homogeneous
such that Ψj,r = Ψj across all r ∈ J1 for each j ∈ J0, how the clusters are combined
is not going to affect the local asymptotic power. The same is also true if the treated
clusters are homogeneous such that Ψj,r = Ψr across all j ∈ J0 for each r ∈ J1.

Remark 4.13 (Step 3 of Algorithm 4.9). If δ < 0, it is possible that for some a = 1, . . . , A,
optimization problem (16) is infeasible. This happens when there are no combinations
of zj,r such that the following constraints hold:

q

∑
j=1

q

∑
r=1

zj,r log
(
1 − Ψj,r

)
∈ [log ϵa−1, log ϵa], (19)

for a particular value of a. However, there must exist at least one a′ = 1, . . . , A such
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that (19) holds as long as ϵ0 is small enough. This is because the summation in (19) is
bounded above by −q log 2 by construction in (15). If δ > 0, the same discussion applies
to the constraint

q

∑
j=1

q

∑
r=1

zj,r log Ψj,r ∈ [log ϵa−1, log ϵa]

in optimization problem (17).

4.3 Procedure for K > 1

The previous section focuses on developing an algorithm that uses the local asymptotic
power of K = 1 as the objective function. In practice, researchers may be interested
in conducting a test that involves K > 1. The reason for having a simple 0-1 integer
linear program in the previous section is because the local asymptotic power for K = 1
has a simple expression as stated in Corollary 3.5. The other cases require evaluating
the expression in Theorem 3.4 that involves more complicated expressions but can be
evaluated using numerical methods.

Similar to the discussion in Section 4.2 on the estimation of variances, evaluating the
rejection probability in Theorem 3.4 requires the researcher to specify a working model
on the dependence structure and apply a variance estimator. Recall that Theorem 4.7
does not impose any requirement on K. Hence, the choice of the working model and the
variance estimator does not affect the validity of the procedure, but can affect the power
performance.

Algorithm 4.9 is found to be effective in computing the optimal grouping of clusters
for K > 1 in simulations. Hence, it can be used to obtain an initial solution. When q is
large and K > 1, evaluating the local asymptotic power for each ω ∈ Ω can be costly. The
following algorithm provides a heuristic to proceed from the initial solution. The main
idea is to start from the initial point provided by Algorithm 4.9. Then, one proceeds
to see if it is possible to improve upon the existing solution using local search. This
algorithm below is motivated by the 2-opt algorithm for the traveling salesman problem
(see, for instance, Flood (1956), Croes (1958), and Lin and Kernighan (1973)).

Algorithm 4.14.

Step 1: Obtain an initial solution ω(1) ≡ {{1, ω
(1)
1 }, {2, ω

(1)
2 }, . . . , {q, ω

(1)
q }} by running

Algorithm 4.9. Let the corresponding local asymptotic power of the initial solution
be π(1).

Step 2: Swap the assignment of every two pairs of clusters in ω(1) and compute the local
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asymptotic power after the swap. This means picking two distinct pairs of clusters
in ω(1), e.g., {i, ω

(1)
i } and {j, ω

(1)
j }, swap their assignment as {i, ω

(1)
j } and {j, ω

(1)
i },

keep the other assignments the same and recompute the local asymptotic power.

Step 3: If a better solution is found, i.e., there exists ω(2) with local asymptotic power
π(2) such that π(2) > π(1), repeat Step 2 with ω(1) replaced by ω(2). Stop if there is
no solution that results in a higher local asymptotic power.

Step 4: Let ω⋆ be the solution to the problem. Conduct inference using CRS as in Algo-
rithm 2.1 using ω⋆ as the clusters.

Algorithm 4.14 presents a procedure by conducting pairwise swaps. This can be easily
extended for swapping more groupings.

4.4 Extension

This section briefly discusses the case with an unequal number of clusters in J0 and J1

for Algorithm 4.9. Assume without loss of generality that |J0| < |J1|.

Following the notations in Section 4.1, let Ω be the collection of all methods of
combining clusters. In addition, let J0 = {1, 2, . . . , q}. Hence, the goal is to form q
groups of clusters, where each group has one cluster from J0, and at least one clus-
ter from J1. Moreover, all clusters from J1 have to be used. As before, each clus-
ter can only be used once in the grouping. Therefore, each ω ∈ Ω can be written as
{{1, ω1}, {2, ω2}, . . . , {q, ωq}} as before, with the exception that ωj can represent more
than one cluster from J1 here for each j = 1, . . . , q. Let M be the set of all possible ways
of partitioning clusters in J1 into q groups, so that ωj ∈ M for each j = 1, . . . , q, and
that each m ∈ M is nonempty and satisfies m ⊂ J1. For example, if J0 = {1, 2} and
J1 = {3, 4, 5} and one wishes to form two groups of clusters, the set M can be written
as M = {{3}, {4}, {5}, {3, 4}, {3, 5}, {4, 5}}.

Similar to Section 4.2, let zj,m ∈ {0, 1} be a binary variable that equals 1 when cluster

j ∈ J0 is combined with m ∈ M. Define Ψj,m ≡ Ψ
(
− ξ j,mδ

σj,m

)
, where ξ j,m is the ratio

of cluster size and σ2
j,m is the asymptotic variance in the group of cluster {j, m}, where

j ∈ J0 and m ∈ M.

For each a = 1, . . . , A and the corresponding interval [log ϵa−1, log ϵa], the optimiza-
tion problem analogous to problem (16) for δ < 0 in the scenario of |J0| < |J1| is as
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follows:

max
zj,m

q

∑
j=1

∑
m∈M

zj,m log Ψj,m

s.t. ∑
m∈M

zj,m = 1 for each j = 1, . . . , q

q

∑
j=1

zj,m = 1 for each m ∈ M

q

∑
j=1

∑
m∈M

zj,m log
(
1 − Ψj,m

)
∈ [log ϵa−1, log ϵa]

zj,m ∈ {0, 1} for each j = 1, . . . , q and m ∈ M.

Similarly, if δ > 0, the optimization problem becomes

max
zj,m

q

∑
j=1

∑
m∈M

zj,m log
(
1 − Ψj,m

)
s.t. ∑

m∈M
zj,m = 1 for each j = 1, . . . , q

q

∑
j=1

zj,m = 1 for each m ∈ M

q

∑
j=1

∑
m∈M

zj,m log Ψj,m ∈ [log ϵa−1, log ϵa]

zj,m ∈ {0, 1} for each j = 1, . . . , q and m ∈ M.

The above optimization problems are binary integer programs as Section 4.2, and are
fast to solve.

5 Monte Carlo simulations

5.1 Data generating process

This section explores the finite-sample performance of the data-driven procedures to
combine clusters in Section 4. Here, I consider the data generating process (DGP) based
on the simulation design in Hagemann (2022), which is a version of the simulation
design in Conley and Taber (2011).
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Let there be q = 12 clusters, which consists of 6 treated clusters represented by J1 =

{1, 2, . . . , 6} and 6 control clusters represented by J0 = {7, 8, . . . , 12}. In the following,
j ∈ J ≡ J1 ∪ J0 indices all the clusters and t ∈ T ≡ {1, 2, . . . , T} indices time. Let
Dt,j ≡ 1[j ∈ J1 and t > t0] for j ∈ J and t ∈ T and It ≡ 1[t > t0] for t ∈ T . Each
simulated data is generated from the following model:

Yt,j = θ0 It + βDt,j + γ1X1,t,j + γ2X2,t,j + γ3X3,t,j + ξ j + Ut,j,

Ut,j = ρUt−1,j + Vt,j,

X1,t,j = γ4 ItDj,t + Wt,j,

with θ0 = γ1 = γ2 = γ3 = ξ j = 1, ρ = 0.5, γ4 = 0.8, t0 = 10, and T = 20 as in Hagemann
(2022). I consider three different DGPs below. DGP 1 generates the random variables
in the same way as Hagemann (2022). DGPs 2 and 3 have different variance structures
and assume there is the same number of heterogenous treated and control clusters. In
all the specifications, the parameter h ∈ {1, 2, 3, 4} governs the amount of heterogeneity
in data, where a larger value of h represents a higher degree of heterogeneity. The goal
is to test the two-sided hypothesis H0 : β = 0 vs H1 : β ̸= 0. I consider two significance
levels α = 0.05 and α = 0.1 in order to study the finite-sample properties of Algorithms
4.9 and 4.14 separately. The specification for each j ∈ J are as follows.

DGP 1. X2,t,j, X3,t,j, Vt,j, Wt,j
i.i.d.∼ N(0, σ2

j ), with

σj =

20 , j ≥ 13 − h

1 , otherwise
.

DGP 2. Same as DGP 1, but

σj =

5 + 3(j mod 6) , (j mod 6) ≤ h − 1

1 , otherwise
.

DGP 3. Same as DGP 1, but

σj =

2.51+(j mod 6) , (j mod 6) ≤ h − 1

1 , otherwise
.

For each simulation design, I estimate the rejection rate obtained from the procedure
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in Section 4 and use CRS to conduct inference for each of the 6! = 720 different methods
of combining clusters. Apart from CRS, I also apply other recent methods for conducting
inference with a fixed number of clusters that were mentioned in Section 1. The methods
and their abbreviations are summarized in Table 1. Some details of considering the two
versions of CRS in Table 1 are as follows. First, CRS-Data is the data-driven procedure
that uses optimization problem (16) for δ < 0 and problem (17) for δ > 0 when α =

0.05. For these two optimization problems, I partition the interval [0, 1
25 ] into A = 200

subintervals. When α = 0.1, the heuristic in Algorithm 4.14 is used. One of the two
programs (16) and (17) is used to obtain an initial solution, depending on the sign of
δ. Next, CRS-Random chooses one of the 720 ways of combining clusters randomly in
each draw. This aims to represent the scenario where the researcher chooses a random
grouping of clusters that can solve the identification problem for each data set. For each
specification, I use 20,000 Monte Carlo simulations. The data-driven procedure CRS-
Data uses the local alternative parameter δ = 2

√
qT under β ≥ 0 and δ = −2

√
qT under

β < 0. I consider β ∈ {−3,−2, . . . , 3} in the simulation exercises.

Table 1: Abbreviations for the methods.

Various versions of CRS
CRS-Data The data-driven procedure as in Algorithm 4.9 for α = 0.05 and

Algorithm 4.14 for α = 0.1.
CRS-Random Randomly choose one way of combining clusters in each draw of data.

Other methods
BCH The test in Bester et al. (2011) that uses the cluster covariance matrix

estimator.
H The adjusted permutation test by Hagemann (2022).
IM The t-test in Ibragimov and Müller (2016).
WCB The Wild cluster bootstrap (Cameron et al., 2008).

5.2 Simulation results

Figure 2 presents the rejection rate curves for various DGPs, heterogeneity parameters
h, and methods for conducting inference at significance level α = 0.05. Each column
corresponds to one of the three DGPs, with different amounts of heterogeneity. In each
figure, the grey region is formed by overlapping 720 different rejection rate curves based
on each of the different ways of combining clusters, and conducting inference using CRS.
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The other colored lines correspond to various methods as indicated in the legend with
the abbreviations specified in Table 1.

For DGP 1 (column 1 of Figure 2), the treated clusters are homogeneous for the dif-
ferent values of h because the heterogeneity in variance only affects the control clusters.
Hence, how the clusters are combined should not affect the population local asymptotic
power as discussed in Remark 4.12. Indeed, both CRS-Data and CRS-Random give
similar performance in finite-samples. On the other hand, BCH and WCB over-rejects
under the null when h = 4.

For the other DGPs (columns 2 and 3 of Figure 2), there is heterogeneity in both the
treated and control clusters. Hence, there is more variation in the CRS rejection rates
depending on how the clusters are combined. CRS controls size in all designs. In addi-
tion, CRS-Data (as indicated by the solid black lines) always belong to the top regions
formed by the grey curves. This shows that Algorithm 4.9 can lead to close to oracle per-
formance in the simulations. Besides, CRS-Data also performs better than CRS-Random
(as indicated by the solid blue lines). This shows that the data-driven procedures using
(16) or (17) perform better than choosing a random grouping of clusters. On the other
hand, WCB can over-reject in designs with more heterogeneity.

Next, I examine the performance of Algorithm 4.14 by considering α = 0.1 for the
same set of simulations. The results are summarized in Figure 3. The observations for
α = 0.1 are similar to those when α = 0.05 as in Figure 2. CRS controls size in all
designs. CRS-Data continues to be able to lead to a close-to-oracle grouping of clusters
as the solid black lines belong to the top parts of the grey regions. In addition, CRS-Data
compares favorably to other methods in various DGPs and heterogeneity parameters.

To conclude, the simulation results in this section show that the data-driven proce-
dures to combine clusters perform well under various settings.

6 Empirical application

6.1 Setup

Dincecco and Katz (2016) study the impact of fiscal and administrative powers of states
on economic performance, using data from 11 European countries. Table 3 of Dincecco
and Katz (2016) regresses real per capita GDP growth on two binary variables represent-
ing fiscal centralization and limited government, together with other variables and fixed
effects. Their results are clustered at the country level.
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Figure 2: Rejection rate curves for the simulations at significance level α = 0.05.
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Figure 3: Rejection rate curves for the simulations at significance level α = 0.1.

DGP 1 DGP 2 DGP 3

h =
 1

h =
 2

h =
 3

h =
 4

−3 −2 −1 0 1 2 3 −3 −2 −1 0 1 2 3 −3 −2 −1 0 1 2 3

0.00

0.25

0.50

0.75

1.00

0.0

0.2

0.4

0.6

0.8

0.0

0.1

0.2

0.3

0.4

0.0

0.1

0.2

β

R
ej

ec
tio

n 
ra

te

Methods CRS CRS−Data CRS−Random WCB H IM BCH

27



The baseline regression they consider is:

Yt,j = β0 + β1Ct,j + β2Lt,j + µj + Ut,j, (20)

where j indices country, t indices year, Yt,j is the (logarithm) annual growth rate of real
per capita GDP in country j between years t − 1 and t, Ct,j ∈ {0, 1} equals 1 for fiscal
centralization in country j and year t, Lt,j ∈ {0, 1} equals 1 for limited government in
country j and year t, and µj is the country fixed-effects. The goal is to conduct inference
on β̂1 and β̂2.

I focus on columns (1) to (3) of Table 3 in Dincecco and Katz (2016) in order to focus
on the issue that there exist clusters in which the binary variables Ct,j or Lt,j do not have
variation over time. The specifications for the three columns are as follows.

Column (1). As in (20).

Column (2). As in column (1) and with year fixed effects.

Column (3). As in column (2) and with country-specfic time trends.

In this situation of having only 11 clusters, CRS can be used to conduct valid inference.
However, there are clusters with no variation in the main variables of interest. There are
three countries with Ct,j = 1 in all periods (Belgium, England, and Piedmont). There
are two countries with Lt,j = 1 in all periods (Belgium and Denmark). As a result,
researchers would have to combine clusters in order to ensure that all parameters can be
identified in each combined cluster. In addition, the data is at the aggregate level in that
there is one observation for each year in each cluster. Therefore, researchers would also
have to combine clusters in the presence of time fixed effects. In this section, I form five
groups of clusters across all specifications.

In order to study the performance of the data-driven procedures in Section 4, this
section performs a calibrated simulation exercise. I first estimate the model using the
actual data. Then, I simulate data by using various distributions of the error terms.
In each specification, let β̂1 and β̂2 be the estimates of β1 and β2 obtained from data
respectively. I take them as the true values of β1 and β2 in the calibrated simulation
procedure. In addition, I perform inference on the coefficients of the two binary variables
fiscal centralization Ct,j and limited government Lt,j separately. Hence, in conducting
calibrated simulation exercises for the coefficient on Ct,j, I set β1 = β̂1 under the null,
β1 = β̂1 + ∆ under the alternative, and keep β2 = β̂2. Similarly, for the coefficient on Lt,j,
I set β2 = β̂2 under the null, β2 = β̂2 + ∆ under the alternative, and keep β1 = β̂1. The
significance level is α = 0.1 for all simulations. There are 9,660 different ways to combine
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the clusters in this calibrated simulation exercise. I use 2,000 Monte Carlo simulations
for each column and specification. I consider ∆ ∈ {−3,−2, . . . , 3}.

In the calibrated simulation exercise, I first use the residuals {Ut,j} to fit an AR(1)
model

Ut,j = ρjUt,j−1 + ϵt,j,

where ϵt,j ∼ N(0, ν2
j ) for each country j ∈ J . Using the estimated parameters {ρ̂j}j∈J

and {ν̂j}j∈J , I consider the following specifications of the error terms in conducting the
calibrated simulation exercise.

Specification (1). Use the original ν̂j for each country j ∈ J .

Specification (2). Same as specification 1, but replace ν̂j by 10ν̂j for j ≤ 4.

Specification (3). Same as specification 1, but replace ν̂j by 10ν̂j for j ≤ 4 and ν̂j by 5ν̂j

for 5 ≤ j ≤ 8.

More details of the calibrated simulation exercise can be found in Appendix C.

6.2 Results

Figures 4 and 5 report the results for inference on the coefficients of the variables Ct,j and
Lt,j respectively. Each figure reports the rejection rates against ∆, where ∆ was defined
two paragraphs ago. ∆ = 0 corresponds to the results under the null. Based on the
findings in Section 5 that CRS has favorable performance across various designs, I focus
on examining the performance of the data-driven approach here. See Table 1 for the
definitions of CRS-Data and CRS-Random. Similar to Section 5, the grey regions are
formed by the 9,660 rejection rate curves that are based on the different ways of forming
five groups out of 11 clusters. As in the previous section, the data-driven procedure
CRS-Data uses the local alternative parameter δ = 2

√
qT under ∆ ≥ 0 and δ = −2

√
qT

under ∆ < 0, where T is the number of periods in the calibrated simulation exercise.

The simulation results show that CRS-Data controls size and chooses powerful group-
ing of clusters in various designs. It also continues to perform better than choosing a
random grouping of clusters.
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Figure 4: Rejection rate curves for inference on the coefficient for fiscal centralization
Ct,j.
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Figure 5: Rejection rate curves for inference on the coefficient for limited government
Lt,j.
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7 Conclusion

The approximate randomization test in Canay et al. (2017a) imposes weak assumptions
on clusters and can be used to conduct valid inference when there is a small number of
clusters. The test requires researchers to perform cluster-by-cluster regressions. When
the target parameters cannot be identified within each cluster, researchers would have
to combine clusters to perform the test.

In this paper, I first analyzed the local asymptotic power of CRS. Using the local
asymptotic power as a criterion, I developed computationally efficient algorithms that
can be used to guide how to combine clusters when there is an identification issue within
cluster. Monte Carlo simulations and an empirical application show that the data-driven
procedure performs well.
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Appendix
The appendix contains all the proofs for the results in the main text and details of the

calibrated simulation exercise in Section 6.

A Supplemental lemma

The lemma below is similar to Lemma 3.1, except that it considers the equality of the
two terms.

Lemma A.1. For any g, h ∈ G, let Jsame(g, h) and Jdiff(g, h) be as defined in Lemma 3.1.
Then,

{Tn(h) = Tn(g)} =

 ∑
j∈Jsame(g,h)

hjŜn,j = 0


⋃ ∑

j∈Jsame(g,h)
hjŜn,j ̸= 0, ∑

j∈Jdiff(g,h)
hjŜn,j = 0

 .

Proof of Lemma A.1. To begin with, write T̃n(g) ≡ ∑
q
j=1 gjŜn,j so that Tn(g) = |T̃n(g)|

for any g ∈ G. Note that the event {Tn(h) = Tn(g)} can be written as the following nine
unions of events depending on the signs of T̃n(h) and T̃n(g):

{Tn(h) = Tn(g)} = {|T̃n(h)| = |T̃n(g)|}
= {T̃n(h) = T̃n(g), T̃n(h) > 0, T̃n(g) > 0} (A.1)

∪ {T̃n(h) = T̃n(g), T̃n(h) = 0, T̃n(g) > 0} (A.2)

∪ {−T̃n(h) = T̃n(g), T̃n(h) < 0, T̃n(g) > 0} (A.3)

∪ {T̃n(h) = T̃n(g), T̃n(h) > 0, T̃n(g) = 0} (A.4)

∪ {T̃n(h) = T̃n(g), T̃n(h) = 0, T̃n(g) = 0} (A.5)

∪ {−T̃n(h) = T̃n(g), T̃n(h) < 0, T̃n(g) = 0} (A.6)

∪ {T̃n(h) = −T̃n(g), T̃n(h) > 0, T̃n(g) < 0} (A.7)

∪ {T̃n(h) = −T̃n(g), T̃n(h) = 0, T̃n(g) < 0} (A.8)

∪ {−T̃n(h) = −T̃n(g), T̃n(h) < 0, T̃n(g) < 0}. (A.9)

The events (A.2), (A.4), (A.6) and (A.8) are empty because each of these four events
requires T̃n(g) = 0 and T̃n(g) ̸= 0 at the same time.
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Using the definitions of the sets Jsame(g, h) and Jdiff(g, h), T̃n(h) can be written as

T̃n(h) =
q

∑
j=1

hjŜn,j = ∑
j∈Jsame(g,h)

hjŜn,j + ∑
j∈Jdiff(g,h)

hjŜn,j, (A.10)

and T̃n(g) can be written in terms of the sign changes in h as

T̃n(g) =
q

∑
j=1

gjŜn,j

= ∑
j∈Jsame(g,h)

gjŜn,j + ∑
j∈Jdiff(g,h)

gjŜn,j

= ∑
j∈Jsame(g,h)

hjŜn,j − ∑
j∈Jdiff(g,h)

hjŜn,j. (A.11)

The next step is to simplify the remaining events.

• (A.1) can be rewritten as follows:

{T̃n(h) = T̃n(g), T̃n(h) > 0, T̃n(g) > 0}
= {T̃n(h) = T̃n(g), T̃n(g) > 0}

=

{
q

∑
j=1

hjŜn,j =
q

∑
j=1

gjŜn,j,
q

∑
j=1

gjŜn,j > 0

}

=

{
∑

j∈Jsame(g,h)
hjŜn,j + ∑

j∈Jdiff(g,h)
hjŜn,j = ∑

j∈Jsame(g,h)
hjŜn,j − ∑

j∈Jdiff(g,h)
hjŜn,j,

∑
j∈Jsame(g,h)

hjŜn,j − ∑
j∈Jdiff(g,h)

hjŜn,j > 0

}

=

 ∑
j∈Jdiff(g,h)

hjŜn,j = 0, ∑
j∈Jsame(g,h)

hjŜn,j > ∑
j∈Jdiff(g,h)

hjŜn,j


=

 ∑
j∈Jdiff(g,h)

hjŜn,j = 0, ∑
j∈Jsame(g,h)

hjŜn,j > 0

 . (A.12)

• (A.3) can be rewritten as follows:

{−T̃n(h) = T̃n(g), T̃n(h) < 0, T̃n(g) > 0}
= {−T̃n(h) = T̃n(g), T̃n(g) > 0}
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=

{
−

q

∑
j=1

hjŜn,j =
q

∑
j=1

gjŜn,j,
q

∑
j=1

gjŜn,j > 0

}

=

{
− ∑

j∈Jsame(g,h)
hjŜn,j − ∑

j∈Jdiff(g,h)
hjŜn,j = ∑

j∈Jsame(g,h)
hjŜn,j − ∑

j∈Jdiff(g,h)
hjŜn,j,

∑
j∈Jsame(g,h)

hjŜn,j − ∑
j∈Jdiff(g,h)

hjŜn,j > 0

}

=

 ∑
j∈Jsame(g,h)

hjŜn,j = 0, ∑
j∈Jsame(g,h)

hjŜn,j > ∑
j∈Jdiff(g,h)

hjŜn,j


=

 ∑
j∈Jsame(g,h)

hjŜn,j = 0, ∑
j∈Jdiff(g,h)

hjŜn,j < 0

 . (A.13)

• (A.5) can be rewritten as follows:

{T̃n(h) = T̃n(g), T̃n(h) = 0, T̃n(g) = 0}
= {T̃n(h) = 0, T̃n(g) = 0}

=

{
q

∑
j=1

hjŜn,j = 0,
q

∑
j=1

gjŜn,j = 0

}

=

{
∑

j∈Jsame(g,h)
hjŜn,j + ∑

j∈Jdiff(g,h)
hjŜn,j = 0,

∑
j∈Jsame(g,h)

hjŜn,j − ∑
j∈Jdiff(g,h)

hjŜn,j = 0

}

=

 ∑
j∈Jsame(g,h)

hjŜn,j = 0, ∑
j∈Jdiff(g,h)

hjŜn,j = 0

 . (A.14)

• (A.7) can be rewritten as follows:

{T̃n(h) = −T̃n(g), T̃n(h) > 0, T̃n(g) < 0}
= {T̃n(h) = −T̃n(g), T̃n(g) < 0}

=

{
q

∑
j=1

hjŜn,j = −
q

∑
j=1

gjŜn,j,
q

∑
j=1

gjŜn,j < 0

}

=

{
∑

j∈Jsame(g,h)
hjŜn,j + ∑

j∈Jdiff(g,h)
hjŜn,j = − ∑

j∈Jsame(g,h)
hjŜn,j + ∑

j∈Jdiff(g,h)
hjŜn,j,
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∑
j∈Jsame(g,h)

hjŜn,j − ∑
j∈Jdiff(g,h)

hjŜn,j < 0

}

=

 ∑
j∈Jsame(g,h)

hjŜn,j = 0, ∑
j∈Jsame(g,h)

hjŜn,j < ∑
j∈Jdiff(g,h)

hjŜn,j


=

 ∑
j∈Jsame(g,h)

hjŜn,j = 0, ∑
j∈Jdiff(g,h)

hjŜn,j > 0

 . (A.15)

• (A.9) can be rewritten as follows:

{−T̃n(h) = −T̃n(g), T̃n(h) < 0, T̃n(g) < 0}
= {−T̃n(h) = −T̃n(g), T̃n(g) < 0}

=

{
−

q

∑
j=1

hjŜn,j = −
q

∑
j=1

gjŜn,j,
q

∑
j=1

gjŜn,j < 0

}

=

{
− ∑

j∈Jsame(g,h)
hjŜn,j − ∑

j∈Jdiff(g,h)
hjŜn,j = − ∑

j∈Jsame(g,h)
hjŜn,j + ∑

j∈Jdiff(g,h)
hjŜn,j,

∑
j∈Jsame(g,h)

hjŜn,j − ∑
j∈Jdiff(g,h)

hjŜn,j < 0

}

=

 ∑
j∈Jdiff(g,h)

hjŜn,j = 0, ∑
j∈Jsame(g,h)

hjŜn,j < ∑
j∈Jdiff(g,h)

hjŜn,j


=

 ∑
j∈Jdiff(g,h)

hjŜn,j = 0, ∑
j∈Jsame(g,h)

hjŜn,j < 0

 . (A.16)

Let A ≡ ∑j∈Jsame(g,h) hjŜn,j and B ≡ ∑j∈Jdiff(g,h) hjŜn,j. Then, the union of events (A.12)
to (A.16) become

{A > 0, B = 0} ∪ {A = 0, B < 0} ∪ {A = 0, B = 0} ∪ {A = 0, B > 0} ∪ {A < 0, B = 0}
= ({A = 0, B < 0} ∪ {A = 0, B = 0} ∪ {A = 0, B > 0})

∪ ({B = 0, A > 0} ∪ {B = 0, A < 0})
= {A = 0} ∪ {A ̸= 0, B = 0},

which yields the desired result.
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The following lemma describes the limiting distribution under the local alternative.
This result is used in multiple proofs so it is stated as a lemma below.

Lemma A.2. Let Assumption 2.2 hold and let δ ∈ R be the local alternative parameter as in (6).
Then,


Ŝn,1

...
Ŝn,q

 d−→


Z1
...

Zq

+


ξ1
...

ξq

 δ,

where Zj ≡ c′Sj ∼ N(0, σ2
j ) and σ2

j ≡ c′Σjc for all j ∈ J . In addition, Zj ⊥⊥ Zk for any j ̸= k.

Proof of Lemma A.2. Under the local alternative that c′β = λ + δ√
n , the following holds

for each j ∈ J :

Ŝn,j =
√

nj(c′ β̂n,j − λ) =
√

nj

(
c′ β̂n,j − c′β +

δ√
n

)
=
√

njc′(β̂n,j − β) +

√njδ√
n

.

Therefore, 
Ŝn,1

...
Ŝn,q

 =


√

n1c′(β̂n,1 − β)
...

√nqc′(β̂n,q − β)

+


√

n1√
n

...√nq√
n

 δ

d−→


c′S1

...
c′Sq

+


ξ1
...

ξq

 δ

=


Z1
...

Zq

+


ξ1
...

ξq

 δ,

by Slutsky’s theorem, Assumption 2.2 and by defining Zj as in the statement of the
current lemma. In addition, Zj ⊥⊥ Zk for any j ̸= k follows from Sj ⊥⊥ Sk for any j ̸= k in
Assumption 2.2.

37



B Proofs to the main text

Proof of Lemma 3.1. To begin with, write T̃n(g) ≡ ∑
q
j=1 gjŜn,j so that Tn(g) = |T̃n(g)|.

Then, the event {Tn(h) > Tn(g)} can be written as the following four unions of events
depending on the signs of T̃n(h) and T̃n(g):

{Tn(h) > Tn(g)} = {|T̃n(h)| > |T̃n(g)|}
= {T̃n(h) > T̃n(g), T̃n(h) ≥ 0, T̃n(g) ≥ 0} (B.1)

∪ {T̃n(h) > −T̃n(g), T̃n(h) ≥ 0, T̃n(g) < 0} (B.2)

∪ {−T̃n(h) > T̃n(g), T̃n(h) < 0, T̃n(g) ≥ 0} (B.3)

∪ {−T̃n(h) > −T̃n(g), T̃n(h) < 0, T̃n(g) < 0}. (B.4)

The next step is to simplify each of the four events in (B.1) to (B.4). Note that each
of the four events above contains the intersection of three inequalities. The second in-
equality is implied by the first and third inequalities in each event. In addition, T̃n(h)
and T̃n(g) can be written as in (A.10) and (A.11).

• (B.1) can be rewritten as follows:

{T̃n(h) > T̃n(g), T̃n(h) ≥ 0, T̃n(g) ≥ 0}
= {T̃n(h) > T̃n(g), T̃n(g) ≥ 0}

=

{
q

∑
j=1

hjŜn,j >
q

∑
j=1

gjŜn,j,
q

∑
j=1

gjŜn,j ≥ 0

}

=

{
∑

j∈Jsame(g,h)
hjŜn,j + ∑

j∈Jdiff(g,h)
hjŜn,j > ∑

j∈Jsame(g,h)
hjŜn,j − ∑

j∈Jdiff(g,h)
hjŜn,j,

∑
j∈Jsame(g,h)

hjŜn,j − ∑
j∈Jdiff(g,h)

hjŜn,j ≥ 0

}

=

 ∑
j∈Jdiff(g,h)

hjŜn,j > 0, ∑
j∈Jsame(g,h)

hjŜn,j ≥ ∑
j∈Jdiff(g,h)

hjŜn,j

 . (B.5)

• (B.2) can be rewritten as follows:

{T̃n(h) > −T̃n(g), T̃n(h) ≥ 0, T̃n(g) < 0}
= {T̃n(h) > −T̃n(g), T̃n(g) < 0}
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=

{
q

∑
j=1

hjŜn,j > −
q

∑
j=1

gjŜn,j,
q

∑
j=1

gjŜn,j < 0

}

=

{
∑

j∈Jsame(g,h)
hjŜn,j + ∑

j∈Jdiff(g,h)
hjŜn,j > − ∑

j∈Jsame(g,h)
hjŜn,j + ∑

j∈Jdiff(g,h)
hjŜn,j,

∑
j∈Jsame(g,h)

hjŜn,j − ∑
j∈Jdiff(g,h)

hjŜn,j < 0

}

=

 ∑
j∈Jsame(g,h)

hjŜn,j > 0, ∑
j∈Jsame(g,h)

hjŜn,j < ∑
j∈Jdiff(g,h)

hjŜn,j

 . (B.6)

• (B.3) can be rewritten as follows:

{−T̃n(h) > T̃n(g), T̃n(h) < 0, T̃n(g) ≥ 0}
= {−T̃n(h) > T̃n(g), T̃n(g) ≥ 0}

=

{
−

q

∑
j=1

hjŜn,j >
q

∑
j=1

gjŜn,j,
q

∑
j=1

gjŜn,j ≥ 0

}

=

{
− ∑

j∈Jsame(g,h)
hjŜn,j − ∑

j∈Jdiff(g,h)
hjŜn,j > ∑

j∈Jsame(g,h)
hjŜn,j − ∑

j∈Jdiff(g,h)
hjŜn,j,

∑
j∈Jsame(g,h)

hjŜn,j − ∑
j∈Jdiff(g,h)

hjŜn,j ≥ 0

}

=

 ∑
j∈Jsame(g,h)

hjŜn,j < 0, ∑
j∈Jsame(g,h)

hjŜn,j ≥ ∑
j∈Jdiff(g,h)

hjŜn,j

 . (B.7)

• (B.4) can be rewritten as follows:

{−T̃n(h) > −T̃n(g), T̃n(h) < 0, T̃n(g) < 0}
= {−T̃n(h) > −T̃n(g), T̃n(g) < 0}

=

{
−

q

∑
j=1

hjŜn,j > −
q

∑
j=1

gjŜn,j,
q

∑
j=1

gjŜn,j < 0

}

=

{
− ∑

j∈Jsame(g,h)
hjŜn,j − ∑

j∈Jdiff(g,h)
hjŜn,j > − ∑

j∈Jsame(g,h)
hjŜn,j + ∑

j∈Jdiff(g,h)
hjŜn,j,

∑
j∈Jsame(g,h)

hjŜn,j − ∑
j∈Jdiff(g,h)

hjŜn,j < 0

}
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=

 ∑
j∈Jdiff(g,h)

hjŜn,j < 0, ∑
j∈Jsame(g,h)

hjŜn,j < ∑
j∈Jdiff(g,h)

hjŜn,j

 . (B.8)

Let A ≡ ∑j∈Jsame(g,h) hjŜn,j and B ≡ ∑j∈Jdiff(g,h) hjŜn,j. Then, the union of events (B.5)
to (B.8) become

{B > 0, A ≥ B} ∪ {A > 0, A < B} ∪ {A < 0, A ≥ B} ∪ {B < 0, A < B}
= ({A > 0, B > 0, A ≥ B} ∪ {A > 0, B > 0, A < B})

∪ ({A < 0, B < 0, A ≥ B} ∪ {A < 0, B < 0, A < B})
= {A > 0, B > 0} ∪ {A < 0, B < 0},

which yields the desired result.

Proof of Lemma 3.2. To begin with, define

En(H1) ≡ {Tn > Tn(h2) for all h2 ∈ GU,−1\H1 and Tn(h1) > Tn for all h1 ∈ H1},

for any H1 ⊆ GU,−1. By definition, the event En(H1) can be written as the intersection of
{Tn > Tn(g)} for g ∈ GU,−1\H1 and {Tn(g) > Tn} for g ∈ H1. Recall that Tn = Tn(1q),
where 1q ≡ (1, . . . , 1) is the identity transformation. Using Lemma 3.1, these events can
be rewritten as

{Tn > Tn(g)} = A(1)
n (g) ∪A(2)

n (g), (B.9)

and

{Tn(g) > Tn} = B(1)
n (g) ∪ B(2)

n (g), (B.10)

where

A(1)
n (g) ≡

 ∑
j∈Jsame(g,1q)

Ŝn,j > 0, ∑
j∈Jdiff(g,1q)

Ŝn,j > 0

 ,

A(2)
n (g) ≡

 ∑
j∈Jsame(g,1q)

Ŝn,j < 0, ∑
j∈Jdiff(g,1q)

Ŝn,j < 0

 ,

B(1)
n (g) ≡

 ∑
j∈Jsame(g,1q)

Ŝn,j > 0, ∑
j∈Jdiff(g,1q)

Ŝn,j < 0

 ,
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B(2)
n (g) ≡

 ∑
j∈Jsame(g,1q)

Ŝn,j < 0, ∑
j∈Jdiff(g,1q)

Ŝn,j > 0

 ,

for any g ∈ GU,−1.

Therefore, for any H1 ∈ Hk−1,

En(H1) =

 ⋂
h2∈GU,−1\H1

{Tn > Tn(h2)}

⋂ ⋂
h1∈H1

{Tn(h1) > Tn}


=

 ⋂
h2∈GU,−1\H1

{A(1)
n (h2) ∪A(2)

n (h2)}

⋂ ⋂
h1∈H1

{B(1)
n (h1) ∪ B(2)

n (h1)}


=

 ⋂
h2∈GU,−1\H1

{F (1)
n (h2,H1) ∪ F (2)

n (h2,H1)}

⋂ ⋂
h1∈H1

{F (1)
n (h1,H1) ∪ F (2)

n (h1,H1)}


=

2⋃
m1=1

2⋃
m2=1

· · ·
2⋃

mL=1

(
L⋂

l=1

F (ml)
n (gl,H1)

)

=
⋃

m∈M

(
L⋂

l=1

F (ml)
n (gl,H1)

)
, (B.11)

where the first equality follows from the definition of En(H1), the second equality fol-
lows from (B.9) and (B.10), the third equality follows from relabelling

F (ml)
n (gl,H) ≡

A(ml)
n (gl) , gl ∈ GU,−1\H1

B(ml)
n (gl) , gl ∈ H1

for each l = 1, . . . , L, the fourth equality uses the property on the intersection and union
of a finite number of sets (note that L is finite), and the last equality follows from labeling
the unique elements in GU,−1 as {g1, . . . , gL} as in the last paragraph of Section 3.1 and
writing M ≡ {1, 2}L as in the statement of the proposition to simplify the L unions.

Next, for any m, m̃ ∈ M with m ̸= m̃, there must exist at least one v = 1, . . . , L such
that mv ̸= m̃v. Assume without loss of generality that mv = 1 and m̃v = 2. Then, it must
be the case that F (mv)

n (gv,H1) ∩ F (m̃v)
n (gv,H1) = ∅ because A(1)

n (gv) ∩ A(2)
n (gv) = ∅ if

gv ∈ GU,−1\H1 and B(1)
n (gv) ∩ B(2)

n (gv) = ∅ if gv ∈ H1. This follows because for a given
g ∈ GU,−1, A(1)

n (g) requires

∑
j∈J

Ŝn,j > 0,
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whereas A(2)
n (g) requires

∑
j∈J

Ŝn,j < 0.

Similarly, for a given g ∈ GU,−1, B(1)
n (g) requires

∑
j∈Jsame(g,1q)

Ŝn,j − ∑
j∈Jdiff(g,1q)

Ŝn,j > 0,

whereas B(2)
n (g) requires

∑
j∈Jsame(g,1q)

Ŝn,j − ∑
j∈Jdiff(g,1q)

Ŝn,j < 0.

As a result, (
L⋂

l=1

F (ml)
n (gl,H1)

)⋂(
L⋂

l=1

F (m̃l)
n (gl,H1)

)
= ∅, (B.12)

whenever m ̸= m̃.

Using (B.11), (B.12), the inclusion-exclusion principle, and the fact that |M| is finite, it
follows that

lim
n→∞

Pδ[En(H1)] = ∑
m∈M

lim
n→∞

Pδ

[(
L⋂

l=1

F (ml)
n (gl,H1)

)]
. (B.13)

For each l = 1, . . . , L, the event F (ml)
n (gl,H1) can be written as {Fl Ŝn > 02×1}, where

02×1 ≡ (0, 0)′, Ŝn ≡ (Ŝn,1, . . . , Ŝn,q)′ and Fl is a 2 × q matrix defined as follows.

• If gl ∈ GU,−1\H1 and ml = 1, then the (i, j)-entry of Fl is defined as1 , if (i = 1 and j ∈ Jsame(gl, 1q)) or (i = 2 and j ∈ Jdiff(gl, 1q))

0 , otherwise
. (B.14)

• If gl ∈ GU,−1\H1 and ml = 2, then the (i, j)-entry of Fl is defined as−1 , if (i = 1 and j ∈ Jsame(gl, 1q)) or (i = 2 and j ∈ Jdiff(gl, 1q))

0 , otherwise
. (B.15)

42



• If gl ∈ H1 and ml = 1, then the (i, j)-entry of Fl is defined as
1 , if i = 1 and j ∈ Jsame(gl, 1q)

−1 , if i = 2 and j ∈ Jdiff(gl, 1q)

0 , otherwise

. (B.16)

• If gl ∈ H1 and ml = 2, then the (i, j)-entry of Fl is defined as
−1 , if i = 1 and j ∈ Jsame(gl, 1q)

1 , if i = 2 and j ∈ Jdiff(gl, 1q)

0 , otherwise

. (B.17)

Let F be the matrix that stacks F1, . . . , FL by row. Using Lemma A.2 and the continuous
mapping theorem, it follows that

FŜn
d−→ FZ + Fξδ, (B.18)

where Z ≡ (Z1, . . . , Zq)′ and ξ ≡ (ξ1, . . . , ξq)′ such that Zj ≡ c′Sj ∼ N(0, σ2
j ) and σ2

j ≡
c′Σjc for all j ∈ J as defined in Lemma A.2. In addition, Zj ⊥⊥ Zk for any j ̸= k. Let

F (ml)(gl,H1, δ) ≡

A(ml)(gl, δ) , gl ∈ GU,−1\H1

B(ml)(gl, δ) , gl ∈ H1

,

for any l = 1, . . . , L, and

A(1)(g, δ) ≡

 ∑
j∈Jsame(g,1q)

Zj > − ∑
j∈Jsame(g,1q)

ξ jδ, ∑
j∈Jdiff(g,1q)

Zj > − ∑
j∈Jdiff(g,1q)

ξ jδ

 ,

A(2)(g, δ) ≡

 ∑
j∈Jsame(g,1q)

Zj < − ∑
j∈Jsame(g,1q)

ξ jδ, ∑
j∈Jdiff(g,1q)

Zj < − ∑
j∈Jdiff(g,1q)

ξ jδ

 ,

B(1)(g, δ) ≡

 ∑
j∈Jsame(g,1q)

Zj > − ∑
j∈Jsame(g,1q)

ξ jδ, ∑
j∈Jdiff(g,1q)

Zj < − ∑
j∈Jdiff(g,1q)

ξ jδ

 ,

B(2)(g, δ) ≡

 ∑
j∈Jsame(g,1q)

Zj < − ∑
j∈Jsame(g,1q)

ξ jδ, ∑
j∈Jdiff(g,1q)

Zj > − ∑
j∈Jdiff(g,1q)

ξ jδ

 ,
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for any g ∈ GU,−1.

Let B ≡ {(x1, . . . , x2L) : xl > 0 for each l = 1, . . . , 2L}, so that {FŜn > 0} can be
written as {FŜn ∈ B}. Denote ∂B as the boundary of B. Note that ∂B ⊆ ⋃2L

l=1{xl = 0}.
Now, P[∑j∈Jsame(gl ,1q) Zj = −∑j∈Jsame(gl ,1q) ξ jδ] = 0 for each l = 1, . . . , L by Assumption
3.3. This follows by writing w0 = ∑j∈Jsame(g,1q) ξ jδ, wj = 1 for j ∈ Jsame(gl, 1q) and
wj = 0 for j /∈ Jsame(gl, 1q) in Assumption 3.3. For the same reason, P[∑j∈Jdiff(gl ,1q) Zj =

−∑j∈Jdiff(gl ,1q) ξ jδ] = 0 for each l = 1, . . . , L. Therefore, P[FZ + Fξδ ∈ ∂B] = 0 by
applying the union bound. Hence, using the Portmanteau lemma (see, e.g., Chapter 2 of
van der Vaart (2000)),

lim
n→∞

Pδ

[(
L⋂

l=1

F (ml)
n (gl,H1)

)]
= lim

n→∞
Pδ[FŜn ∈ B] = P

[(
L⋂

l=1

F (ml)(gl,H1, δ)

)]
.

The proof is complete by defining Vsame(g, δ) and Vdiff(g, δ) as in the statement of the
lemma.

Proof of Theorem 3.4. To begin with, define Rn ≡ 1[Tn ̸= Tn(g) for any g ∈ GU,−1].
Following the definition in (7), write the local asymptotic power as the following two
parts

π(δ, α) = lim
n→∞

Pδ[Tn > ĉvn(1 − α)] = P1 + P2,

where

P1 ≡ lim
n→∞

Pδ[Tn > ĉvn(1 − α), Rn = 1], (B.19)

P2 ≡ lim
n→∞

Pδ[Tn > ĉvn(1 − α), Rn = 0]. (B.20)

Here, P1 does not allow for “ties” in {Tn > ĉvn(1− α)} whereas P2 allows for “ties.” The
goal is to derive an expression for P1 and show that P2 = 0.

Part 1: Computation of P1

Recall that {Tn > ĉvn(1 − α)} is the same as the event that Tn is one of the largest
K ≡ ⌊α|GU|⌋ terms in {Tn(g) : g ∈ GU}. Let Hk be the collection of all distinct size k
subsets of GU,−1 as in the statement of this proposition. Hence, the probability in (B.19)
can be written as

Pδ[Tn > ĉvn(1 − α), Rn = 1] =
K

∑
k=1

Pn,1,k, (B.21)

where Pn,1,k is the probability that Tn is the kth largest term in {Tn(g) : g ∈ GU}, and is
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defined as

Pn,1,k ≡ Pδ

 ⋃
H∈Hk−1

En(H)

 , (B.22)

where

En(H) ≡ {Tn > Tn(h1) for all h1 ∈ GU,−1\H and Tn(h2) > Tn for all h2 ∈ H},

with the convention that En(H) = {Tn > Tn(h1) for all h1 ∈ GU,−1} when k = 1. The
strict inequalities in En(H) follow from (B.19) that Tn ̸= Tn(g) for any g ∈ GU,−1 and the
definition of ĉvn(1 − α).

For any H, H̃ ∈ Hk−1 with H ̸= H̃, it must be that

En(H) ∩ En(H̃) = ∅. (B.23)

This is because there exists at least one h̃ ∈ H̃ such that Tn(h̃) > Tn in the event En(H̃)

but Tn > Tn(h̃) in the event En(H). Otherwise, H = H̃. Since K and |Hk−1| are finite, it
follows that

P1 =
K

∑
k=1

∑
H∈Hk−1

lim
n→∞

Pδ[En(H)], (B.24)

by the inclusion-exclusion principle and (B.23).

Using Lemma 3.2 and (B.24), it follows that

P1 =
K

∑
k=1

∑
H∈Hk−1

∑
m∈M

P

[(
L⋂

l=1

F (ml)(gl,H)

)]
,

using the same notations from Lemma 3.2.

Part 2: Computation of P2

Consider the case where there can be ties of Tn with some Tn(g) where g ∈ GU,−1.
Recall that k refers to Tn being the kth largest term. It is not possible to have such ties
when k = 1 because this case requires Tn > Tn(g) for all g ∈ GU,−1. Thus, P2 = 0 if
k = 1.

Now, consider k ≥ 2. The goal is also to show that the limiting probability in this case
is 0. For each k = 2, . . . , K, let O(H) be the set that contains all subsets of H with size
1, . . . , |H| (i.e., it is the power set of H excluding the empty set). By similar reasoning as
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in the last part and using (B.20), P2 can be written as

P2 = lim
n→∞

K

∑
k=2

Pn,2,k, (B.25)

where
Pn,2,k ≡ ∑

H∈Hk−1

∑
O∈O(H)

lim
n→∞

Pδ[Ẽn(H,O)], (B.26)

and

Ẽn(H,O) ≡ {Tn > Tn(h1) for all h1 ∈ GU,−1\H,

Tn(h2) > Tn for all h2 ∈ H\O,

Tn(h3) = Tn for all h3 ∈ O},

noting that O is a subset of H by construction.

The interpretation of Pn,2,k in (B.26) is similar to before. It collects the probability of
all events such that Tn is the kth largest term while allowing for some ties as represented
by the set O. Equation (B.26) follows because |Hk−1| and |O(H)| are finite, and that
En(H,O) ∩ En(H̃, Õ) = ∅ unless H = H̃ and O = Õ.

Now, applying Lemma A.1 with h = 1q and using the same derivation as for (B.11)
gives

Ẽn(H,O) =
⋃

m∈M

(
L⋂

l=1

F̃ (ml)
n (gl,H,O)

)
, (B.27)

where

F̃ (ml)
n (gl,H,O) ≡


A(ml)

n (gl) , gl ∈ GU,−1\H

B(ml)
n (gl) , gl ∈ H\O

C(ml)
n (gl) , gl ∈ O

,

C(1)
n (g) ≡

 ∑
j∈Jsame(g,1q)

Ŝn,j = 0

 ,

C(2)
n (g) ≡

 ∑
j∈Jsame(g,1q)

Ŝn,j ̸= 0, ∑
j∈Jdiff(g,1q)

Ŝn,j = 0

 ,
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A(ml)
n (gl) and B(ml)

n (gl) are as defined in the proof of Lemma 3.2.

Similar to the proof of (B.12), consider any m, m̃ ∈ M with m ̸= m̃, there must exist at
least one v = 1, . . . , L such that mv ̸= m̃v. Assume without loss of generality that mv = 1
and m̃v = 2. Then, it must be the case that F̃ (mv)

n (gv,H,O) ∩ F̃ (m̃v)
n (gv,H,O) = ∅. This

follows because A(1)
n (gv) ∩ A(2)

n (gv) = ∅ if gv ∈ GU,−1\H, B(1)
n (gv) ∩ B(2)

n (gv) = ∅ if
gv ∈ H\O, and C(1)

n (gv) ∩ C(2)
n (gv) = ∅ if gv ∈ O. As a result,(

L⋂
l=1

F̃ (ml)
n (gl,H,O)

)⋂(
L⋂

l=1

F̃ (m̃l)
n (gl,H,O)

)
= ∅, (B.28)

whenever m ̸= m̃. Using (B.26), (B.28), (B.29), the inclusion-exclusion principle, and the
fact that |M| is finite, it follows that

lim
n→∞

Pδ[Ẽn(H,O)] = ∑
m∈M

lim
n→∞

Pδ

[(
L⋂

l=1

F̃ (ml)
n (gl,H,O)

)]
(B.29)

The next step is similar to the discussion in the proof of Lemma 3.2. Fix a H ∈ Hk−1

and O ∈ O(H). Note that for each l = 1, . . . , L, the event F̃ (ml)
n (gl,H,O) can be written

as {F̃l Ŝn > 02×1} if gl /∈ O, where 02×1 ≡ (0, 0)′, Ŝn ≡ (Ŝn,1, . . . , Ŝn,q)′ and F̃l is a 2 × q
matrix defined as follows, again by recalling that O is a subset of H by construction.

• If gl ∈ GU,−1\H and ml = 1, then the (i, j)-entry of F̃l is defined as in (B.14).

• If gl ∈ GU,−1\H and ml = 2, then the (i, j)-entry of F̃l is defined as in (B.15).

• If gl ∈ H\O and ml = 1, then the (i, j)-entry of F̃l is defined as in (B.16).

• If gl ∈ H\O and ml = 2, then the (i, j)-entry of F̃l is defined as in (B.17).

If gl ∈ O, then the event F̃ (ml)
n (gl,H,O) can be written as follows.

• If gl ∈ O and ml = 1, the event F̃ (ml)
n (gl,H,O) can be written as {F̃′

l Ŝn = 0}, where
F̃l is a vector of q components. The jth-entry of F̃l is defined as1 , if j ∈ Jsame(gl, 1q)

0 , otherwise
.

• If gl ∈ O and ml = 2, the event F̃ (ml)
n (gl,H,O) can be written as {F̃′

l,1Ŝn ̸=
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0, F̃′
l,2Ŝn = 0}, where F̃l,i is the ith row of F̃l. The (i, j)-entry of F̃l is defined as1 , if (i = 1 and j ∈ Jsame(gl, 1q)) or (i = 2 and j ∈ Jdiff(gl, 1q))

0 , otherwise
.

Let F̃ be the matrix that stacks F̃1, . . . , F̃L by row. Using Lemma A.2 and the continuous
mapping theorem,

F̃Ŝn
d−→ F̃Z + F̃ξδ,

where Z ≡ (Z1, . . . , Zq)′ and ξ ≡ (ξ1, . . . , ξq)′ such that Zj ≡ c′Sj ∼ N(0, σ2
j ) and σ2

j ≡
c′Σjc for all j ∈ J as before. In addition, Zj ⊥⊥ Zk for any j ̸= k.

Recall that for each l = 1, . . . , L, P[∑j∈Jsame(gl ,1q) Zj = −∑j∈Jsame(gl ,1q) ξ jδ] = 0 and
P[∑j∈Jdiff(gl ,1q) Zj = −∑j∈Jdiff(gl ,1q) ξ jδ] = 0 by Assumption 3.3 and applying the argu-
ments used in the proof of Lemma 3.2. Therefore, using the same reasoning as before
and applying the Portmanteau lemma (see, e.g., Chapter 2 of van der Vaart (2000)), it
follows that

lim
n→∞

Pδ

[(
L⋂

l=1

F̃ (ml)
n (gl,H,O)

)]
= P

[(
L⋂

l=1

F̃ (ml)(gl,H,O, δ)

)]
, (B.30)

where

F̃ (ml)(gl,H,O, δ) ≡


A(ml)(gl, δ) , gl ∈ GU,−1\H

B(ml)(gl, δ) , gl ∈ H\O

C(ml)(gl, δ) , gl ∈ O

,

for any l = 1, . . . , L. In the above, A(ml)(gl, δ) and B(ml)(gl, δ) are as defined in the proof
of Lemma 3.2, and

C(1)(g, δ) ≡

 ∑
j∈Jsame(g,1q)

Zj = − ∑
j∈Jsame(g,1q)

ξ jδ,

 ,

C(2)(g, δ) ≡

 ∑
j∈Jsame(g,1q)

Zj ̸= − ∑
j∈Jsame(g,1q)

ξ jδ, ∑
j∈Jdiff(g,1q)

Zj = − ∑
j∈Jdiff(g,1q)

ξ jδ

 ,

for any g ∈ GU,−1.

In the event C(1)(gl, δ) for each l = 1, . . . , L, Jsame(gl, 1q) is nonempty. As before,
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in terms of the notations in Assumption 3.3, this means w0 = ∑j∈Jsame(g,1q) ξ jδ, wj = 1
for j ∈ Jsame(gl, 1q) and wj = 0 for j /∈ Jsame(gl, 1q). The event C(1)(gl, δ) occurs with
probability 0 by Assumption 3.3. Similarly, the event C(2)(gl, δ) occurs with probability
0 by Assumption 3.3. It follows that the probability in (B.30) equals 0.

The above argument works with any H ∈ Hk−1 and O ∈ O(H). This implies that
P2 = 0 by (B.26).

Conclusion

Combining the results in the two parts, it follows that π(δ, α) = P1.

Proof of Corollary 3.5. For any positive integer q, α ∈ [ 1
2q−1 , 1

2q−2 ) corresponds to the case
where K = ⌊α|GU|⌋ = 1. Using Theorem 3.4, the rejection probability is

lim
n→∞

Pδ[Tn > ĉvn(1 − α)] = ∑
m∈M

lim
n→∞

Pδ

[
L⋂

l=1

F (ml)
n (gl)

]
, (B.31)

where

F (1)
n (g) ≡

 ∑
j∈Jsame(g,1q)

Ŝn,j > 0, ∑
j∈Jdiff(g,1q)

Ŝn,j > 0

 ,

F (2)
n (g) ≡

 ∑
j∈Jsame(g,1q)

Ŝn,j < 0, ∑
j∈Jdiff(g,1q)

Ŝn,j < 0

 ,

for any g ∈ GU,−1. Note that F (1)
n (g) ∩ F (2)

n (h) = ∅ for any g, h ∈ GU,−1 with g ̸= h.
This is because for any g ∈ GU,−1, the event F (1)

n (g) implies

∑
j∈J

Ŝn,j = ∑
j∈Jsame(g,1q)

Ŝn,j + ∑
j∈Jdiff(g,1q)

Ŝn,j > 0,

and the event F (2)
n (g) implies

∑
j∈J

Ŝn,j = ∑
j∈Jsame(g,1q)

Ŝn,j + ∑
j∈Jdiff(g,1q)

Ŝn,j < 0.

If {ml}L
l=1 are not all the same, it follows that

Pδ

[
L⋂

l=1

F (ml)
n (gl)

]
= 0.
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Therefore,

lim
n→∞

Pδ[Tn > ĉvn(1 − α)] = lim
n→∞

Pδ

[
L⋂

l=1

F (1)
n (gl)

]
+ lim

n→∞
Pδ

[
L⋂

l=1

F (2)
n (gl)

]
. (B.32)

Note that the intersections from l = 1, . . . , L considers all the sign changes in GU,−1. By
expanding the intersection,

L⋂
l=1

F (1)
n (gl) =

⋂
j1∈J

{Ŝn,j1 > 0}
⋂

{j1,j2}⊂J
{Ŝn,j1 + Ŝn,j2 > 0}

· · ·
⋂

{j1,j2,...,jq−1}⊂J
{Ŝn,j1 + Ŝn,j2 + · · ·+ Ŝn,jq−1 > 0}

=
⋂

j1∈J
{Ŝn,j1 > 0},

because the partial sums being positive is implied by the individual terms being positive.
For the same reason, it follows that

L⋂
l=1

F (2)
n (gl) =

⋂
j1∈J

{Ŝn,j1 < 0}
⋂

{j1,j2}⊂J
{Ŝn,j1 + Ŝn,j2 < 0}

· · ·
⋂

{j1,j2,...,jq−1}⊂J
{Ŝn,j1 + Ŝn,j2 + · · ·+ Ŝn,jq−1 < 0}

=
⋂

j1∈J
{Ŝn,j1 < 0}.

Therefore,

Pδ

[
L⋂

l=1

F (1)
n (gl)

]
= Pδ

 q⋂
j=1

{Ŝn,j > 0}

 (B.33)

and

Pδ

[
L⋂

l=1

F (2)
n (gl)

]
= Pδ

 q⋂
j=1

{Ŝn,j < 0}

 . (B.34)

Suppose that Assumption 2.2 holds and consider the local alternative that c′β = λ +
δ√
n . Using Lemma A.2, applying (B.31) to (B.34), together with the assumption that the
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clusters are independent, it follows that

lim
n→∞

Pδ[Tn > ĉvn(1 − α)] =
q

∏
j=1

P[Zj + ξ jδ < 0] +
q

∏
j=1

P[Zj + ξ jδ > 0]

= ∏
j∈J

Φ

(
−

ξ jδ

σj

)
+ ∏

j∈J

[
1 − Φ

(
−

ξ jδ

σj

)]
,

where Φ(·) is the standard normal cdf, and by noting that P[Zj + ξ jδ = 0] = 0 for any
j = 1, . . . , q.

Proof of Property 3.6. Let ϕ(·) be the standard normal pdf. The proofs of the properties
are as follows.

1. We have
∂πL(δ)

∂δ
= − ∑

j∈J

ξ j

σj
ϕ

(
−

ξ jδ

σj

)
∏
l ̸=j

Φ
(
−ξlδ

σl

)
,

and
∂πR(δ)

∂δ
= ∑

j∈J

ξ j

σj
ϕ

(
−

ξ jδ

σj

)
∏
l ̸=j

[
1 − Φ

(
−ξlδ

σl

)]
.

The results follow because ξ j, σj, ϕ
(
− ξ jδ

σj

)
, and Φ

(
− ξ jδ

σj

)
are nonnegative for all

j ∈ J .

2. The result follows because

πL(0) = ∏
j∈J

Φ(0) =
1
2q

and
πR(0) = ∏

j∈J
[1 − Φ(0)] =

1
2q .

3. Note that ξ j > 0 and σj > 0 for any j ∈ J . If δ < 0, then

Φ

(
−

ξ jδ

σj

)
> Φ(0) > 1 − Φ

(
−

ξ jδ

σj

)

for any j ∈ J . Hence, πL(δ) >
1
2q > πR(δ) by multiplying the terms of j ∈ J .
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If δ > 0, then

Φ

(
−

ξ jδ

σj

)
< Φ(0) < 1 − Φ

(
−

ξ jδ

σj

)
for any j ∈ J . Hence, the result follows from multiplying the terms over j ∈ J .
Similarly, πR(δ) >

1
2q > πL(δ) under this case.

Proof of Proposition 4.6.

1. To begin with, I show Assumption 4.4.1 holds under Assumption 4.5. Since Ω̃ =

{ω⋆}, the statement I need to show is

lim
n→∞

P[ω̂n = ω⋆] = 1. (B.35)

Here, α and δ are fixed throughout the proof, so I write π̂n(ω) ≡ π̂n(ω, δ, α) for
notational simplicity. Let ∆̂n(ω) ≡ π̂n(ω)− π(ω) for each ω ∈ Ω. By Assumption
4.5.1 and the continuous mapping theorem, π̂n(ω) − π̂n(ω⋆)

p−→ π(ω) − π(ω⋆)

for any ω ∈ Ω\{ω⋆}. For a given ω ∈ Ω\{ω⋆}, this means for any ϵ(ω) > 0,

lim
n→∞

P[|∆̂n(ω)− ∆̂n(ω
⋆)| > ϵ(ω)] = 0. (B.36)

Next, by Assumptions 4.5.2 and 4.5.3, since ω⋆ is the unique solution to (11), this
means there exists η > 0 such that

π(ω⋆)− π(ω) > η (B.37)

for all ω ∈ Ω\{ω⋆}.

Note that

P[ω̂n = ω⋆] ≥ P

 ⋂
ω∈Ω\{ω⋆}

{π̂n(ω
⋆) > π̂n(ω)}


= P

 ⋂
ω∈Ω\{ω⋆}

{π(ω⋆) + ∆̂n(ω
⋆) > π(ω) + ∆̂n(ω)}


= P

 ⋂
ω∈Ω\{ω⋆}

{π(ω⋆)− π(ω) > ∆̂n(ω)− ∆̂n(ω
⋆)}


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= 1 − P

 ⋃
ω∈Ω\{ω⋆}

{π(ω⋆)− π(ω) ≤ ∆̂n(ω)− ∆̂n(ω
⋆)}


≥ 1 − ∑

ω∈Ω\{ω⋆}
P
[
π(ω⋆)− π(ω) ≤ ∆̂n(ω)− ∆̂n(ω

⋆)
]

≥ 1 − ∑
ω∈Ω\{ω⋆}

P
[
π(ω⋆)− π(ω) ≤ |∆̂n(ω)− ∆̂n(ω

⋆)|
]

≥ 1 − ∑
ω∈Ω\{ω⋆}

P
[
η ≤ |∆̂n(ω)− ∆̂n(ω

⋆)|
]

, (B.38)

where the first line follows from noting that πn(ω⋆) > π̂n(ω) for any ω ∈ Ω\{ω⋆}
implies ω̂n = ω⋆, the second line follows from the definition of ∆̂n(ω), the third
line follows from rearranging terms, the fourth line follows from probability rules,
the fifth line follows from the union bound, the sixth line follows from noting that
the events in the fifth line imply the events in the sixth line, and the last line follows
from (B.37).

Recall that |Ω| < ∞. By choosing ϵ(ω) = η
2 in (B.36) for each ω ∈ Ω\{ω⋆}, it

follows that

lim
n→∞

P[ω̂n = ω⋆] ≥ 1 − ∑
ω∈Ω\{ω⋆}

lim
n→∞

P
[
η ≤ |∆̂n(ω)− ∆̂n(ω

⋆)|
]
= 1. (B.39)

Therefore, (B.35) follows from the squeeze theorem and (B.39).

2. For Assumption 4.4.2, it is equivalent to

lim
n→∞

|P[ϕn(ω̂n) = 1|ω̂n = ω⋆]− P[ϕn(ω
⋆) = 1]| = 0, (B.40)

since Ω̃ = {ω⋆} by Assumption 4.5.2.

Note that

P[ϕn(ω̂n) = 1|ω̂n = ω⋆]− P[ϕn(ω
⋆) = 1]

=
P[ϕn(ω̂n) = 1, ω̂n = ω⋆]

P[ω̂n = ω⋆]
− P[ϕn(ω

⋆) = 1]

=
P[ϕn(ω⋆) = 1, ω̂n = ω⋆]

P[ω̂n = ω⋆]
− P[ϕn(ω

⋆) = 1]

=
P[ϕn(ω⋆) = 1]− P[ϕn(ω⋆) = 1, ω̂n ̸= ω⋆]

P[ω̂n = ω⋆]
− P[ϕn(ω

⋆) = 1]
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= P[ϕn(ω
⋆) = 1]

(
1

P[ω̂n = ω⋆]
− 1
)
− P[ϕn(ω⋆) = 1, ω̂n ̸= ω⋆]

P[ω̂n = ω⋆]
. (B.41)

Since P[ϕn(ω⋆) = 1, ω̂n ̸= ω⋆] ≤ P[ω̂n ̸= ω⋆], it follows from (B.35) that

lim
n→∞

P[ϕn(ω
⋆) = 1, ω̂n ̸= ω⋆] ≤ 1 − lim

n→∞
P[ω̂n = ω⋆] = 0.

Hence,
lim

n→∞
P[ϕn(ω

⋆) = 1, ω̂n ̸= ω⋆] = 0 (B.42)

by the squeeze theorem. Since CRS controls size of any ω ∈ Ω under Assumption
2.2, it must also hold for ω⋆, i.e.,

lim
n→∞

P[ϕn(ω
⋆) = 1] ≤ α. (B.43)

Using (B.35), (B.41) to (B.43), it follows that

lim
n→∞

(P[ϕn(ω̂n) = 1|ω̂n = ω]− P[ϕn(ω) = 1]) = 0.

This implies that Assumption 4.4.2 holds.

Proof of Theorem 4.7. Under Assumption 2.2 with J replaced by any ω ∈ Ω and the
null hypothesis, the following holds

lim
n→∞

P[ϕn(ω) = 1] ≤ α for each ω ∈ Ω. (B.44)

This is because for any given grouping of clusters ω ∈ Ω, CRS controls size.

Next, consider the test based on the data-driven procedure under the null hypothesis,
where ω̂n is the grouping of clusters given by the procedure:

lim
n→∞

P[ϕn(ω̂n) = 1]

= lim
n→∞ ∑

ω∈Ω
P[ϕn(ω̂n) = 1|ω̂n = ω]P[ω̂n = ω]

= lim
n→∞ ∑

ω∈Ω
P[ϕn(ω) = 1|ω̂n = ω]P[ω̂n = ω]

= lim
n→∞ ∑

ω∈Ω
P[ϕn(ω) = 1|ω̂n = ω]

(
P[ω̂n = ω, ω̂n ∈ Ω̃] + P[ω̂n = ω, ω̂n /∈ Ω̃]

)
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= ∑
ω∈Ω

lim
n→∞

|P[ϕn(ω) = 1|ω̂n = ω]− P[ϕn(ω) = 1] + P[ϕn(ω) = 1]|

· lim
n→∞

(
P[ω̂n = ω, ω̂n ∈ Ω̃] + P[ω̂n = ω, ω̂n /∈ Ω̃]

)
= ∑

ω∈Ω
lim

n→∞
|P[ϕn(ω) = 1|ω̂n = ω]− P[ϕn(ω) = 1] + P[ϕn(ω) = 1]|

· lim
n→∞

P[ω̂n = ω, ω̂n ∈ Ω̃]

≤ ∑
ω∈Ω

lim
n→∞

|P[ϕn(ω) = 1]| · lim
n→∞

P[ω̂n = ω, ω̂n ∈ Ω̃]

≤ α ∑
ω∈Ω

lim
n→∞

P[ω̂n = ω, ω̂n ∈ Ω̃]

= α lim
n→∞ ∑

ω∈Ω
P[ω̂n = ω, ω̂n ∈ Ω̃]

≤ α,

where the first equality uses the law of total probability, the second equality applies the
condition that ω̂n = ω, the third equality uses the law of total probability, the fourth
equality uses the fact that |Ω| is finite and adds and subtracts, the fifth equality uses
Assumption 4.4.1 on the existence of the set Ω̃ such that limn→∞ P[ω̂n /∈ Ω̃] = 0, the first
inequality uses Assumption 4.4.2, the triangle inequality, the next inequality uses (B.44),
the next equality exchanges the summation and limit using the fact that |Ω| is finite
again, and the last equality uses {ω̂n = ω, ω̂n ∈ Ω̃} ⊆ {ω̂n = ω} and that probabilities
over ω ∈ Ω sum to 1.

Proof of Proposition 4.10. Assume without loss of generality that δ > 0. Hence, Algo-
rithm 4.9 uses optimization problem (17) to approximate the solution of problem (13).
Following the statement of the proposition, let π⋆ be the optimal value to optimization
problem (13). In addition, let {z⋆j,r} be the solution to (13) such that it gives the objective
value π⋆. Denote

π⋆
L ≡

q

∑
j=1

q

∑
r=1

z⋆j,r log Ψj,r (B.45)

and

π⋆
R ≡

q

∑
j=1

q

∑
r=1

z⋆j,r log(1 − Ψj,r), (B.46)

so that π⋆ = π⋆
L + π⋆

R. Moreover, let

L ≡
{

q

∑
j=1

q

∑
r=1

zj,r log Ψj,r : {zj,r} is a feasible solution to (13)

}
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be the set that collects all unique values of ∑
q
j=1 ∑

q
r=1 zj,r log Ψj,r based on the feasible

solutions to (13). Since q is fixed, it follows that |L| is finite. Let π
(1)
L < π

(2)
L < · · · <

π
(|L|)
L be the ordered and distinct values of in L. Here, π

(1)
L > 0 because δ, as well as

ξ j,r and σj,r for j, r = 1, . . . , q are finite. In addition, π⋆
L ∈ L because {z⋆j,r} is a feasible

solution to (13).

Let η ≡ minℓ∈{1,...,|L|−1}(log π
(ℓ+1)
L − log π

(ℓ)
L ). Note that η > 0 by construction.

In addition, let A0 ≡ ⌈2(log π
(|L|)
L −log π

(1)
L )

η ⌉. Next, choose ϵlb = π
(1)
L and ϵub = π

(|L|)
L .

Partition [ϵlb, ϵub] into A0 intervals, so that the length of each interval log ϵa − log ϵa−1 is
at most η

2 . For each interval, it can contain at most one π
(ℓ)
L for ℓ = 1, . . . , |L| because

the width of each interval is strictly less than η. If π⋆
L lies in the boundary of an interval,

i.e., there exists a′ such that ϵa′ = π⋆
L, partition the interval [ϵlb, ϵub] into A0 + 1 equally-

spaced intervals instead, and check if π⋆
L lies in the interior of one of the intervals. If π⋆

L

is still on the boundary, repeat the above step again by partitioning [ϵlb, ϵub] into finer
intervals, until π⋆

L lies in the interior of one of the intervals. In addition, define [ϵ, ϵ] as
the subinterval that contains π⋆

L.

Consider any choices of log ϵa′−1 and log ϵa′ with log ϵa′−1 ̸= ϵ and log ϵa′ ̸= ϵ such
that (16) is feasible. Let {z̃j,r} be the corresponding optimal solution to (16) with this
choice of interval [log ϵa′−1, log ϵa′ ]. It must be the case that

q

∑
j=1

q

∑
r=1

z̃j,r log Ψj,r ̸= π⋆
L

by the choice of a′. Assume to the contrary that

q

∑
j=1

q

∑
r=1

z̃j,r log Ψj,r +
q

∑
j=1

q

∑
r=1

z̃j,r log(1 − Ψj,r) > π⋆. (B.47)

Note that {z̃j,r} is feasible to (13) with this choice of [log ϵa′−1, log ϵa′ ] because (13) con-
tains a subset of constraints of (16). But (B.47) contradicts that {z⋆j,r} is an optimal
solution to (13) because {z̃j,r} gives a higher optimal value.

Let (P) represents the optimization problem (16) with log ϵa−1 = ϵ and log ϵa = ϵ.
Note that (P) is feasible since {z⋆j,r} is one such feasible solution. Let {zj,r} be the optimal

solution to (P). By construction, it must be the case that ∑
q
j=1 ∑

q
r=1 zj,r log Ψj,r = π⋆

L.
In addition, {zj,r} must also be feasible to (13) because (13) contains a subset of the
constraints of (16).
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Now, let πR ≡ ∑
q
j=1 ∑

q
r=1 zj,r log(1 − Ψj,r). It remains to show that πR = π⋆

R. First,
suppose πR > π⋆

R. This implies that πL + πR > π⋆
L + π⋆

R. But {zj,r} is feasible to (13),
this contradicts that {z⋆j,r} is an optimal solution to (13). Next, suppose πR < π⋆

R. This
implies that πL + πR < π⋆

L + π⋆
R. But {z⋆j,r} is also feasible to (P) because it satisfies the

constraint
q

∑
j=1

q

∑
r=1

z⋆j,r log Ψj,r = z⋆L ∈ [log ϵ, log ϵ].

Thus, this contradicts that {zj,r} is an optimal solution to (P). Therefore, it must be the
case that πR = π⋆

R and the proof is complete.

If δ < 0, then the above proof can be modified by changing (17) to (16) and reversing
the roles of the terms related to (B.45) and (B.46) appropriately.

C More details on the empirical application

This section describes how the calibrated simulation exercise is conducted using the data
of Dincecco and Katz (2016). I create a balanced panel based on their data. Let T be the
longest time period of the data. Here, I focus on column (1) of Table 3 of Dincecco and
Katz (2016), so that the regression follows (20). The calibrated simulation procedure is
as follows.

1. Estimate the model to obtain (β̂0, β̂1, β̂2, {µ̂j}j∈J ) and obtain the residuals as

Ût,j = Yt,j − (β̂0 + β̂1Ct,j + β̂2Lt,j + µ̂j),

for all j ∈ J and t ∈ {1, . . . , T} ≡ T .

2. Use the residuals to fit an AR(1) model

Ut,j = ρjUt−1,j + ϵt,j,

where ϵt,j ∼ N(0, ν2
j ) for each country j ∈ J . Hence, there is an estimate of ρ̂j and

ν̂2
j for each country j ∈ J .

3. Conduct a Monte Carlo simulation with B replications. Each replication b =

1, . . . , B is as follows.

(a) For each country j ∈ J :

i. Draw the residuals Ũ(b)
t,j based on the model estimated in Step 2 from t = 1

57



to t = T.

ii. Next, set the values of the treatment variables to create variation across
countries and time.

• If country j has variation in Ct,j in the original data, set tC,j = ⌊3
4 T⌋ −

5j. Otherwise, set tC,j = 0.

• If country j has variation in Lt,j in the original data, set tL,j = ⌊3
4 T⌋ −

8(11 − j). Otherwise, set tL,j = 0.

iii. Set Ct,j = 1[t > tC,j] and Lt,j = 1[t > tL,j] for all t ∈ T .

(b) Suppose the goal is to perform inference on the coefficient of Ct,j. Then,

i. Let β̂1 + ∆ be the value of the alternative.

ii. Keep β̂2 unchanged.

iii. Generate the outcome as

Ỹ(b)
t,j = β̂0 + (β̂1 + ∆)Ct,j + β̂2Lt,j + µ̂j + Ũ(b)

t,j ,

for all j ∈ J and t ∈ T .

(c) Suppose the goal is to perform inference on the coefficient of Lt,j. Then,

i. Let β̂2 + ∆ be the value of the alternative.

ii. Keep β̂1 unchanged.

iii. Generate the outcome as

Ỹ(b)
t,j = β̂0 + β̂1Ct,j + (β̂2 + ∆)Lt,j + µ̂j + Ũ(b)

t,j ,

for all j ∈ J and t ∈ T .

The procedure for the other two columns is similar when time fixed effects and/or time
trends are added to the regression equation.
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